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Abstract

This work considers a multi-agent formation control problem where a designated leader is sub-
jected to an additional velocity reference command. The entire formation should follow the

leader while maintaining the inter-agent distance constraints. The formation error is defined

from the zero-input dynamics of agents modeled as single integrators. A local stability proof
is provided by using the dynamics of the formation error and employing Lyapunov’s indirec-
t method. Finding an upper bound on the steady state error of the linearized dynamics also

reveals significant relations between the error properties to those of the graph topology. By

augmenting a standard gradient formation controller with a proportional-integral control on the
formation error, we are able to prove the stability of the formation error dynamics with ve-

locity input while ensuring zero steady-state formation error. To agents with double integrator

dynamics we add a consensus-based control loop on the velocities to achieve the formation
maintenance problem. The formation error is augmented with a velocity error, that defines the
differences between the velocity of each agent to that of the reference. Lyapunov’s second

method is used to prove that the system is asymptotically stable. For a system with an external

reference velocity a decentralized control is proposed to manipulate the agents’ velocities and
a velocity feedback mechanism is implemented on the leader to assure the formation tracks the

reference signal. Numerical simulations are shown to illustrate the theoretical results.
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Chapter 1
Introduction

Multi-agent systems (MAS) are systems composed of multiple interacting intelligent agents
within some environment. MAS can be used to solve different problems that are difficult or
even impossible for an individual to solve, and are applied in many areas in the real world,
such as computer games [7, 28], animations [24,33], coordinated defence systems [30,32,47],
transportation [10,27] and so on. Many different areas of research for multi-agents system-
s have emerged in the last years and this thesis is aiming to investigate how to control and
manipulate such systems.

In particular, the thesis will discuss on how to control a formation of a group of agents
when one of them is subjected to an external input, which aimed at driving the formation with
a desired velocity. The motivation for the thesis comes from a real-world task that deals with a
formation of several autonomous surface vehicles (ASV) that can communicate with each other
in different ways such as radio, microwaves or free-space optical communication. Their main
goal is to reach a specified destination in a harsh environment, such as a rocky mountain, tall
grass or an urban environment, while staying in a formation shape. Due to various area features
the vehicles cannot communicate with the operator all the time. For that purpose one of the
agents communicates with a remote controlled unmanned aerial vehicle (UAV) that hovers

above it and transmits back instructions, such as the next destination or velocity changes.

">

/

Figure 1.1: Formation tracking mission. The drone communicates with the leader only, while the other USVs
required to stay in a fromation shape. .



The real problem arises when the UAV is moving in a constant velocity towards a new
location. The leader, and subsequently the rest of the ground agents, have to follow it quickly
while preserving the formation shape (see Figure 1.1). Without the presence of any additional
control, such change in the velocity can be interpreted as a disturbance to the agents” dynamics,
causing the followers to fall behind the leader. The lag implication can be reflected as an

undesired change of the inter-agents distances and it will be discussed thoroughly in the thesis.

1.1 Literature Review

In recent years, there has been much attention given to the control of formations of multiple
agents across many application domains. Of the many control strategies for formation control,
distance-constrained formation stabilization has been extensively studied [2, 3, 8, 14, 17, 22,
31,50]. A closely related problem is formation tracking where the objective is to find a control
scheme that allow multiple robots to maintain some given formation while executing additional
tasks such as velocity tracking or leader following.

Distance-constrained formation control aims at maintaining inter-agent distances and uti-
lizes relative measurements (i.e., distances and relative-positions) to generate the control action.
The theory of rigidity has emerged as the correct mathematical foundation for defining distance-
constrained formations and proving that distance-constrained formation control strategies are
stabilizing [1, 3, 5]. Rigidity theory is also concerned with properties of graphs that ensure that
the formation modeled by the graph is rigid. Roughly speaking, a formation is rigid if the only
distance-preserving motions of the ensemble are the rigid-body rotations and translations of the
entire formation. For the precise definition of rigidity and broader overview of graph rigidity,
see [3,5,6].

In addition to conventional approaches where the target formation is defined by relative
positions or distances, [16,52, 53] propose bearing-based approach where the target formation
is defined by inter-neighbor bearings. Additionally, a comprehensive review formation control
that is based on the graph Laplacian is provided in [36]. The PI controllers are known for their
successful attenuation of constant disturbances in the network, and hence can serve as a work-
ing point in formation maintenance and tracking problems. The authors in [4,23] propose a
distributed proportional-integral controller for the consensus of networked dynamical systems,
while [53] present a proportional integral controller approach for bearing-based formation con-
trol in the presence of input disturbances. In this work, the use of a PI controller is introduced
in order attain velocity tracking of the formation.

The stability analysis of these control strategies has been investigated in many works.
In [21], application of the center manifold theorem was used to prove the local stability of

infinitesimally rigid formations. Lyapunov-based approaches were employed in [14, 15] and a



general formation control scheme by using the error dynamics was presented in [37].

Despite its apparent utility, there are very few existing studies addressing velocity tracking
in formation control. The aid of one or more virtual agents to help the formation achieve a
desired common velocity or to arrive at a desired destination is considered in [42,43,45]. In
particular, [30] proposed a flocking algorithm with a virtual leader by including a navigational
feedback mechanism to every agent under the assumption that all agents are being informed.

Multi-agent systems with double integrator dynamics are also discussed in the literature.
Necessary and sufficient conditions for second-order consensus are described in [48,49], and
general consensus protocol is investigated in [34]. Stability analysis of second order systems is
discussed in [14,44,45].

The formation tracking problem for agents with double integrator dynamics are not so com-
mon in literature, but some work has been done. In [36] maneuvering of the flocking agents
was achieved by adding a dynamic virtual leader dependent term to the control scheme. In [12]
the presented distributed control architecture employs static output feedback using an artificial

delay, whereas [11] present a distributed containment control.

1.2 Thesis Contributions

In this work, we first consider a collection of agents with integrator dynamics tasked with
maintaining a distance-constrained formation. As a first contribution of our work, we provide
an alternative local stability proof by deriving the dynamics of the formation error and employ-
ing Lyapunov’s indirect method. Relations between the error properties to those of the graph
are revealed in order to find an upper bound for the linearized steady-state error.

One agent in the ensemble is also designated as a leader and is subjected to an external ve-
locity reference command. In the absence of any additional control action, the standard rigidity
based formation stabilization solutions will exhibit a steady-state formation error. To address
this, we augment the gradient based formation controller with a proportional and integral (PI)
control on the formation error. We show that such a scheme preserves the stability proper-
ties of the formation error dynamics while ensuring a zero steady-state formation error. This
scheme has many advantages, including a simple and distributed implementation and no need
for virtual leaders.

As a second phase, we examine the formation error for agents with double integrator dy-
namics, tasked with the same formation maintenance problem. We notice that a stabilizing
controller (an acceleration level input) is also needed for eliminating the steady state formation
error. We show that by closing a consensus based control loop on the velocities of the agents
we are able to achieve velocity consensus.

To analyze the system’s stability, the same technique is employed to derive an appropriate



error of the dynamical system. The stability properties of the error dynamics are studied and a
local stability proof is provided by using Lyapunov’s direct method.

The main goal of the external velocity input is to determine the velocity of the formation
as a whole, meaning that each agent should have a steady state velocity equal to that of the
reference. For the second order system, such input will cause the agents to move in a formation
shape but with a different velocity than that of the reference. For that purpose the difference
between the velocity of the leader to the reference velocity is added to the leader’s control law
as a control gain to attain the reference velocity. The remaining agents are not aware of the
external reference velocity but with the proposed control mechanism they are able to achieve

the required external velocity.

1.3 Thesis Organization

The organization of this work is as follows. Chapter 2 reviews some fundamental concepts
and notations from graph theory, rigidity theory and stability theory. In Chapter 3, the main
problem statement is formally described.

The well known distance-constrained formation control law is applied on agents with single
integrator dynamics and is presented in Chapter 4. Then, the formation distance error dynamics
is derived in Section 4.1 and the stability analysis of the system is discussed. A control mech-
anism for the dynamics with velocity reference is presented in Section 4.2. This section also
includes stability and performance analysis of the proportional controller and the PI controller.

Double integrator dynamics are introduced in Chapter 5, and the suitable error dynamics is
presented in Section 5.1. The error is now augmented from the formation distance error and
the new defined velocity error in order to stabilize the system. A more extensive analysis of
the second order formation stability is shown in Section 5.1.1. In order to deal with an external
reference velocity into the system, an inner control loop is implemented on the leader as can
be read in Section 5.2. Stability proof for the closed loop dynamics is also provided in that
section.

Numerical simulations are given along the thesis to verify the theoretical results. Finally,

Chapter 6 contains concluding remarks and areas for future work.



Chapter 2
Preliminaries

This chapter reviews basic notations and provides sufficient graph theory background. Dealing
with control algorithms in this thesis, such as formation control and tracking, relies on some
basic concepts of rigid graph theory and on some key results from stability theory, which are

also outlined below. An indepth coverage of these concepts can be found in [19, 20, 25,29].

2.1 Notations

Given A, ..., A, € RP*?, when the range of i is clear from the context, denote diag(4;) =

blkdiag{ A, ..., A,} € R"*"_ Denote I, as the n x n identity matrix. Let 1, = [1,...,1]T €
R"™ be the vectors of all ones. The eigenvalues of a symmetric positive semi-definite matrix A
are denoted as 0 < A\j(A) < A (A) < .-+ < A\, (A). The matrix Kronecker product is useful
when more than 1 dimension are involved. The Kronecker product of matrices A € R"*™ and
B € RP*1 is given as

anB -+ a1, B

A®B = : : 5
amB -+ ap,B

where a;; denotes the ij-th entry of the matrix A. The following Kronecker product matrix

multiplication will also be extensively used:
(A® B) (C® D)= AC ® BD,

where the matrices are all of commensurate dimensions. The range of A € R™*", denoted as
Range(A), is the span (set of all possible linear combinations) of its column vectors. The rank
of a matrix A, denoted as rank(A), is the dimension of the vector space spanned by its columns
or rows. A matrix is said to have full rank if its rank equals the largest possible for a matrix

of the same dimensions, which is the lesser of the number of rows and columns. The null space



of matrix A, denoted as Null(A), is the set of vectors which are sent to the zero vector by A.
That is, Null(A) = {v € R"| Av = 0}.

2.2 Graph Theory

Graph theory is the study of graphs, which are mathematical structures used to model pairwise
relations between objects [19,25]. A graph G = (V, £) in this context consists of a vertex set
V and an edge set £ C V x V. We denote the number of nodes in a graph as n = |V| (the
order of a graph) and the number of edges as m = |&| (the size of a graph). If (i,5) € & is
an edge of a graph G = (V, ), then ¢ and j are said to be adjacent. The set of neighbors of
vertex i is denoted as N; 2 {j € V' : (i,) € £}, and also noted as i ~ j. A spanning tree is a
connected graph with |V| — 1 edges. A graph is called undirected, when there is no distinction
between the two vertices associated with each edge, i.e., an edge (¢, j) is an unordered pair of
distinct nodes 7 and j. An orientation of an undirected graph is the assignment of a direction
to each edge and an oriented graph is an undirected graph whose edges are assigned with an
ordered pair of vertices. For an edge (i, j), we say that an edge is from its tail, vertex i, to
its head, vertex j. These vertices together are called endpoints of the edge. By assigning an
arbitrary orientation to an undirected graph we can define the incidence matrix. The incidence
matrix E(G) € R™™ of an oriented graph (sometimes reffered to as £) is the {0, =1} matrix
with rows indexed by vertices and columns by edges. Let G be a directed graph with edge set
& ={ey,...,e,} and vertex set V = {vy,...,v,}. For directed graphs without self-loops, the

elements of the incidence matrix of G are defined by

—1 if v is the tail of e,
[E(G)];; = 1 if v; is the head of e;,
0 otherwise.

For any connected graph, it then follows that Null (F(G)") = span{1,,} [19]. The Lapla-
cian of a graph is a matrix defined as L(G) = E(G)FE(G)T. Note that the product E(G)E(G)”
is independent of the chosen orientation of the edges of G. In this work we assume that the
communication method between two identical agents is reciprocal. For that reason, and due to
the fact that L(G) is orientation-independent, we mainly deal with undirected graphs. Also, by
definition, L(G) is a real symmetric matrix and also positive semi-definite. Therefore it has n
non-negative real eigenvalues ordered as 0 = A\ (L(G)) < Ao (L(G)) < ... < A\ (L(G)) (repeat-
ed according to their multiplicities). It is easy to see that 0 is always an eigenvalue of L(G) and
that 1,, is the corresponding eigenvector. Furthermore, the multiplicity of the zero eigenval-

ue of the graph Laplacian is equal to the number of connected components of the graph [19].



Moreover, the second smallest eigenvalue of L(G), A2(L(G)) is also known as the algebraic

connectivity of the graph [18].

2.3 Rigidity Theory

Rigidity theory plays an important role in distance-based formation control. We next review
some important definitions and results from rigidity theory; for a more detailed review, see
[3,5].

A d-dimensional configuration is a finite collection of n points, x = [2T,...,2]T € R,
where z; € R? and z; # x; for all i # j. A framework, denoted as G(z), is an undirected
graph G together with a configuration x, where vertex ¢ in the graph is mapped to the point x;.
Oriented graphs turn out to be useful when discussing and studying frameworks rigidity. Let
(7,7) € & correspond to the k-th directed edge in the orientation of graph G. Define the edge

. . .. A
vector for a framework, sometimes called the relative position vector, as e, = x; — x;. The

edges vector of the entire framework can be denoted as ¢ = [elT cer ] ! € R,

Two frameworks G(z) and G(y) in R? are equivalent if ||z; — z;|| = |lyi — y;| for all
{(i,7)} € &. Two frameworks G(z) and G(y) in R? are congruent if ||z; — z;|| = |lyi — y;]|
for all 7, 7 € V. Two frameworks can be equivalent but not congruent. An example with two
frameworks is described in Figure 2.1, where the distances of every edge in the edge set are
similar in both frameworks, but the distance between node 2 and node 4 is different in each

framework. Thus, the two frameworks are equivalent but not congruent.

s ]Rz 'y RZ
x, !
X, Vi
X, [ ¥, [
(a) Framework 1. (b) Framework 2.

Figure 2.1: Two frameworks which are equivalent but not congruent.



A framework G(z) is rigid if there exists an € > 0 such that if framework G(y) is equivalent
to G(x) and satisfies ||y; — ;|| < e forall ¢ € V, then G(y) is congruent to G(x). A framework
G(z) is globally rigid if every framework that is equivalent to G(z) is also congruent to G(z).
Clearly, global rigidity implies rigidity. Figure 2.1 for example, illustrates a framework that is
rigid but not globally rigid. Nevertheless, rigid frameworks can be converted to globally rigid
frameworks by including additional distance constraints [3].

Graph rigidity can also be interpreted upon the notion of bar-and-joint frameworks where
the distances between nodes are assumed to be fixed. We are interested in whether there is a
motion or deformation of this structure that preserves the lengths of the bars and the points of
attachment between the bars and joints but gives a genuine change in the shape of the structure,
i.e., a change in the distance between two joints that does not define an edge. When no such
motion exists the structure is rigid.

Given an arbitrary oriented graph, consider a framework G(x) with the edge vectors as
{ek}znzl. Define the edge function, F : R*™ x G — R™, as a transformation from the configu-

ration of the graph to its edge-square-length, as
A 2 21T
F(z,G) = [llea]®, .. leml*]

Note that the edge function is not unique and it depends on the ordering given to the edges. If
F(p,G) = F(q,G) for p,q € R?, then the corresponding edges of framework G(p) and G(q)
have the same length, i.e., the frameworks are equivalent.

The rigidity matrix R(x), associated with a framework G(z), is the Jacobian of the edge
function, R(z) = OF (z,G)/0x € R™*?", The rigidity matrix encapsulates some of the rigidity
properties of a framework and it is discussed shortly. A short calculation shows that R(x) can

be equivalently written as
R(x) = diag(e] ) (ET ® I). (2.1)

This representation separates the graph from the positions of the nodes. The symmetric rigidity
matrix associated with a framework G(z) is the 2n x 2n matrix defined as R(z) = R(x)TR(x)
[50].

If dr € R**! satisfies R(x)dx = 0, then dx is called an infinitesimal flex of G(x). In
Figure 2.2(a) we have a non-rigid framework, where a non-trivial motion causes a change in
the distance between a pair of nodes, although the bars constraints are preserved. A Framework
G(x) is infinitesimally rigid if the only infinitesimal flexes are trivial, i.e., the rigid body rota-
tions and translations of the framework. Such frameworks are described in Figures 2.2(b) and
2.2(c), where every flex motion is distance preserving. As the definition suggest, infinitesimal

rigidity does imply rigidity. rigidity of graphs is a generic property in the sense that almost
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all realizations of a particular graph are either infinitesimally rigid, or flexible. A minimally
rigid graph is a rigid graph such that the removal of any edge results in a non-rigid graph. As
an example, the graph in Figure 2.2(b) is a minimally rigid graph whereas the graph in Figure
2.2(c) is not. This property can be mathematically interpreted if the rigid graph has 2n — 3
edges. A framework G(x) is minimally infinitesimally rigid (MIR) if it is infinitesimally rigid
and the number of edges is m = 2n — 3. As demonstrated in Figure 2.2(b), a graph consists of

4 agents and 5 edges will result in an MIR framework. In fact, the rigidity of a framework can
xl x2 'xl xz x] x2 xl x2
X X X X X

4 x3 4 3 4 x3 4 x3
(a) A non-rigid framework. (b) MIR framework. (c)  Infinitesimally
rigid framework.

Figure 2.2: Rigidity of frameworks.

be characterized in terms of the rank of the rigidity matrix.
Lemma 1. ( [46]) A framework G(z) is infinitesimally rigid if and only if rank(R(z)) = 2n—3.

Since there are 2n — 3 edges in an MIR framework, the number of rows of the rigidity

matrix must also be 2n — 3, leading to the following corollary.
Corollary 1. If a framework is MIR, then the rigidity matrix R(x) has full row rank.

Corollary 1 gives a sufficient condition for the rigidity matrix of a framework having full
row rank. The notion of MIR frameworks and Corollary 1 turn out to be an important property
for deriving the stability of distance-constrained formation problems [13]. For that reason,

those results will be exploited when stability of dynamic systems is discussed.

2.4 Stability Theory

Stability was probably the first question in classical dynamical systems that motivated the intro-
duction of new mathematical concepts in engineeering and particularly in control engineering.
Stability means that the trajectories of the output do not change too much under small perturba-
tions from a given initial conditions or equilibrium state. Our treatment of stability will apply
to control systems described by sets of linear or nonlinear equations. Consider the nonlinear

autonomous (no forcing input) system

#(t) = f(t, (1)), (2.2)



where x : R — R™ and f : R x R® — R" are functions and ¢, which usually represents time,
is the only independent variable. The derivative & (¢) is simply the derivatives of each of the
component functions, so if z(t) = (x1(t), ..., z,(t)) where xz;(t) are real-valued functions on R
then,

(t) = (21(t), ..., Tn(t)).

It is essential to first discuss the stability of the autonomous case where there is no external

driving force,

#(t) = f(x(t)), (2.3)

where f : R" — R™. We are going to assume the existence of continuous solutions and
uniqueness of a solution with the initial condition x(ty) = x¢ where t; is a constant and x is a
constant n-vector.

The equilibrium points of (2.3) are constant solutions to the differential equations set and
can be evaluated by setting all system derivatives to zero. We would like to characterize if the
equilibrium point Z(¢) is stable. Stability is a qualitative notion that if we perturb a system from
its equilibrium conditions slightly, say Z(ty) = Zo + &, then the trajectories generated by the
dynamics in (2.3) will not change much [39]. We assume that Z(¢) is the origin of state space
and we can formalize stability with the following mathematical theorem (without any loss of
generality, since we can always do a state transformation with a new variable and study the
stability of the new system with respect to it). There is no single concept of stability, and many

different definitions are possible. We shall consider only several fundamental statements.

Theorem 1. Lyapunov Stability [20]: The equilibrium xz(t) = 0 of (2.3) is:
1. Lyapunov stable, if for each € > 0 there exists a 6 > 0 such that

[z(to)ll <& = [lz(®)]| <€ V>t
2. Asymptotically stable if it is stable and in addition ¢ can be chosen such that
la(to)| < 6 = lim [la(t)]| = 0.

In general, asymptotic stability is more desirable, since the trajectories starting from initial
conditions close to the origin will approach the origin asymptotically. Analyzing the stability
of solutions to ordinary differential equations can be done by two main methods. First, the
indirect method of Lyapunov uses the linearization of a system to determine the local stability
of the original system. The second method, the Lyapunov direct method, uses an auxilliary

function to find stability without having to characterize the solutions.
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2.4.1 Lyapunov’s First Method

Lyapunov’s First Method, also known as the indirect method, works by characterizing solu-
tions to differential equations of the type (2.3) and considering the properties of the linearized
system. Those characterizations are used to infer about the system’s stability. Let x(t) = 0
be an equilibrium point (2.3) where f : D — R" is a continuously differentiable and D is a

neighborhood of the origin.

Theorem 2. [20] Let A = %L’::o’ then
1. The origin of (2.3) is asymptotically stable if Re()\;) < 0 for all eigenvalues of A. In that
case, the matrix A is also called Hurwitz or asymptotically stable.

2. The origin of (2.3) is unstable if Re()\;) > 0 for one or more of the eigenvalues of A.

Theorem 2 does not say anything when Re();) < 0, Vi with Re();) = 0 for some . In this
case linearization fails to determine the stability of the equilibrium point, and further analysis is
necessary. The multi-dimensional result which is relevant here is the Center Manifold Theorem

but the reader is refer to [40] for further reading.

2.4.2 Lyapunov’s Second Method

Lyapunov’s Second or Direct Method does not require a characterization of the solutions to
determine stability. The method is a generalization of the idea that if there is some measure of
energy in a system, then we can study the rate of change of the energy of the system to ascertain
stability.

The method uses a function, called the Lyapunov function, to determine properties of the
asymptotic behavior of solutions to a differential equation of the general form (2.3). Let V' :
D — R be a continuously differentiable function defined on the domain D C R" that contains
the origin. The rate of change of V' along the trajectories of (2.3) is given by

d "oV d _[

Valt) = FV) = Y St = [ g g N () ey

ox1 0wz ap

The main idea of Lyapunov’s theory is to establish properties of the nonlinear system by
studying how certain carefully selected scalar functions of the state evolve as the system state
evolves. In particular, the rate of change of the function V' (z) along any trajectory is as x(t)
varies according to (2.3). If V(z(t)) is negative along the trajectories of the system, then
V(z(t)) will decrease as time goes forward. Moreover, we do not really need to solve the
nonlinear ODE (2.3) for every initial condition, but we just need some information about the
drift f(x(t)). If such a function V' exists, then stable solutions to the differential equation can

be found. We are now ready to state Lyapunov’s stability theorem.
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Theorem 3. [20] Let the origin x(t) = 0 € D C R"™ be an equilibrium point of (2.3). Let
V : D — R be a continuously differentiable function such that

LV(0)=0

2. V(z(t)) > 0,Vz(t) € D\{0}

3. V(z(t)) <0,Vz(t) € D.
Then, x(t) = 0 is a stable solution of (2.3). Moreover, if V(z(t)) < 0,Vz(t) € D\{0}, then
x(t) = 0 is asymptotically stable.

If V(z(t)) > 0,Vz(t) € D\{0}, then V is called locally positive definite. If V' (z(t)) >
0,Vz(t) € D\{0}, then V is locally positive semi-definite. If the conditions in Theorem 3 are
met, then V' is called a Lyapunov function for the system described in (2.3). Unfortunately,
Lyapunov’s theorem assumes the existence of a Lyapunov function, but does not provide any
method to construct one from the differential equation (2.3). For proof, extensions and further

examples, please refer to [20].

2.4.3 LaSalle’s Invariance Principle

Lyapunov’s method is extremely valuable, since it enables us to reach conclusions about sta-
bility without obtaining explicit solutions. The disadvantage is that finding an appropriate
Lyapunov function can often be very difficult. Furthermore, when V(m) is a negative definite
function, asymptotic stability of the origin is a direct consequence of Lyapunov’s second theo-
rem, but a criterion for asymptotic stability in the case when V(a:) is only negative semi-definite
is still missing.

In response to this fact, LaSalle produced an extension of Lyapunov’s method. In this
extension, LaSalle used the notion of limit sets and the notion of invariance (the property of
certain sets whereby a given function takes elements in the set to elements in the same set). By
introducing these notions, LaSalle was able to show how Lyapunov functions could be defined
less restrictively.

LaSalle’s theorem enables one to conclude asymptotic stability of an equilibrium point
even when V(:zc) is negative semi-definite. We begin by introducing a few more definitions. We
denote the solution trajectories of the autonomous system in (2.3) as s(t, zo, to), which is the
solution at time ¢ starting from xzq at ty. The w — limit set is the set S C R” of a trajectory

s(+, xg, to) if for every y € S, there exists a strictly increasing sequence of times ¢,, such that
$(tn; o, to) =y

as y — 0o. A (positively) invariant set is the set M C R™ if for all y € M and ¢ty > 0, we
have
S(tn,xo,t0> eM Vt > to.

14



It may also be proved that the w — ltmit set of every trajectory is closed and invariant. We may

now state LaSalle’s principle.

Theorem 4. Let V : R™ — R be a locally positive definite function such that on the compact
set Q. = {z € R": V(z) < ¢} we have V(z) < 0. Define

S:{xGQC:V(x):()}.

As t — 00, the trajectory tends to the largest invariant set inside S, i.e., its w — limit set is
contained inside the largest invariant set in S. In particular, if S contains no invariant sets

other than x = 0, then 0 is asymptotically stable.

For proof please refer to [20,26].
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Chapter 3

Formation Tracking - Problem

Formulation

This chapter formalize the current methods for controlling a group of agents tasked with forma-
tion acquisition. When the leader is subjected to an external velocity input, the formation will
exhibit a steady-state distance error. Hence, our main objective is to track an external reference
velocity of the leader while maintaining the inter-agent distances. The need for further con-
trol modifications of the existing approach is emphasized here in order to solve the non-zero
steady-state error problem, both for first and second order systems. In this work two differ-
ent agent models are considered, single integrator and double integrator. Moreover, current
gradient-based control for agents with double integrator dynamics is not sufficient to achieve
the formation maintenance problem and further modifications are needed.

Consider a system of n (n > 2) agents, moving in a 2-dimensional Euclidean space. The

agents can be modeled as single integrators, i.e.,

or as double integrators,

0;(t) = w(t), (3.2)

where z;(t) € R? and v;(t) € R? are the coordinates vector and the velocity vector assigned to
the i-th agent correspondingly. u;(t) € R? denotes the control input associated with that agent.

Agents can communicate with each other in various ways and are able to collect data such
as relative measurements (i.e., distances and relative-positions). Graph theory has emerged as

the correct mathematical tool for modeling pairwise relations between agents. In terms of graph
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theory, the agents are modeled as nodes and the associated communication methods as edges
of graph G. Also, we consider the graph to be undirected, meaning that there is no distinction
between two vertices associated with the same edge. A formation can be defined by specifying
the distances between pairs of agents in the system. Denote dj, as the desired distance between
agent 7 and j for edge number £,' (i,7) € £, andletd = | &2 --- d?, : € R™ represent
the distance constraint vector.

The distance error, 6 € R™, is defined as the difference between the measured relative

distances and the desired inter-agent distances,
o = llexll” = d2, ke{l,...,m}. (3.3)

As a first step, a control law is introduced, purposed to drive the agents in a way such that
the distances between them satisfy the distances constraints that we want, i.e., the control w;(t)

should result in

lim [|2;(¢) — 2:(8)]| = Jim [|ex(t)]| = de, Vey € €, (3.4)

t—o0
where d € R™ is the distance constraints vector. In terms of the distance error that was defined

in (3.3), equation (3.4) may be written as:

tlim 0, =0, Ve, €€&. (3.5)

Consider that the actual formation of the agents is represented by the framework G(x),
formed by the configuration z = (1, - -, z,,) € R*" together with the graph G. The formation
is imposed such that the resulting framework is minimally and infinitesimally rigid, hence not
all the relative position measurements are required. In this direction, we first introduce the
following assumption, which is widely used in the literature [15,22], and it will accompany us

throughout the thesis.

Assumption 1. Any framework G(x) satisfying the distance constraints {d;; }; jyes is minimal-

ly infinitesimally rigid.

3.1 Gradient Formation Control Law

In [21], the well known gradient control law is proposed to locally and asymptotically stabi-

lize infinitesimally rigid formations. The associated positive semi-definite potential function is

'At times we will also write d;;.
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defined as

l\DI»—t
=%
ENS)

=3 (el )

k=1 k=1
Observe that ®(e) = 0 if and only if ||e,||* = d2 Vk=1,...,m

The control for each agent is then taken as the gradient of the potential function (3.6),

ui(t) = — (%ﬁ) == (lexl® = di®) ex. (3.7)

j~i

(3.6)

l\:)lr—t

By using the control law in (3.7), it can be written in state space form by using the definition

of the rigidity matrix R(z) for all the agents as
u(t) = —R(z)" R(x)x(t) + R(z)"d. (3.8)

This control law has been proven to ensure local asymptotic stability [21,22].

3.2 Formation Maneuvering

Formation maneuvering, where the agents are required to simultaneously acquire a formation
and move cohesively following one leader, is an important task for surface and aerial vehicles.
The formation’s centroid and its derivatives represent the behavior and motion of the formation

and are given in the following equations:

T = %(13@5)% 3.9)
vELT = %(13@912):(;, (3.10)
asi = l(13@12):}13. (3.11)

n

Equations (3.9), (3.10) and (3.11) describe the position, velocity and acceleration of the cen-
troid respectively. Consider the formation controller in (3.8) and designate one agent as a
leader. The leader is injected with an external reference velocity command v,.; € R?, where
Ures 18 constant. The objective of the formation is to move at the same velocity and follow the
leader’s reference velocity (hence, the centroid’s velocity will also be the same as the reference)
while maintaining the formation shape. In other words, the goal is to find a control law w;(t)
that will satisfy (3.4) and also

lim ||v;(t) = Vperf]| =0 i =1, ..., n. (3.12)

t—o00
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Note that u;(¢) can be the velocity input or the acceleration input depending on the mathemati-
cal model.

For the first order system, without the presence of any additional control, such a scheme
will always lead to a steady-state error for the formation, i.e., lim; . ||6(¢)|| > 0. This phe-
nomena is demonstrated by a simple example shown in Figure 3.1(a). Here, 4 agents with
single integrator dynamics are tasked with maintaining a diamond shape formation (satisfying
Assumption 1) while tracking the designated leader (marked in green). Figure 3.1(b) plots
|0()]] showing the steady-state error.

N w

=

norm(ée)

o 2 4 6
Time (sec)

(a) An MIR formation tracking a leader. (b) A plot of ||6(¢)|| showing a steady-state error.

Figure 3.1: Without any additional control, tracking a leader leads to a steady-state error in the formation.

The method for solving the problem for agents with single-integrator dynamics will be
discussed in Chapter 4. The well known distance-constrained formation control law will be
presented, as well as the derivation of the formation distance error dynamics. Then, the sta-
bility analysis of the system will be discussed, with and without a control mechanism for the
dynamics with velocity reference.

As for the second order system described in (3.2), solely implementing the distance-based

control law in (3.8) as the acceleration input, i.e.,

-
W(t)

will result in a non-stable system.

O)T ] d, (3.13)

In witness whereof, simulating the dynamics in (3.13) for a 6 agents system results with
agents that cannot maintain the desired hexagon formation (as in Figure 3.2). The initial ve-
locities are all zeros and the initial positions of the agents are depicted in grey circles. As can
be seen from the trajectories in Figure 3.3(a), the formation is not asymptotically stable. The

formation error is plotted in Figure 3.3(b) in where we can see it does not converge to zero.

20



Figure 3.2: An example of a desired Hexagon shape for a 6 agents formation

40
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norm( & )
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(a) Unstable MIR formation.

(b) The distance error ||6(¢)|| does not converge to
0.

Figure 3.3: Distance-based Formation control for agents with double integrator dynamics.

This phenomena for agents with double-integrator dynamics is explained and handled sub-
stantially in 5. Distance-based control combined with velocity consensus mechanism is used in
order to stabilize the suitable error dynamics. At the end of that chapter, the velocity tracking

problem, for a system with velocity reference as an input to a leader, is then considered and
analyzed.
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Chapter 4
Single-Integrator Dynamics

In this chapter we explore the formation control where each agent has single integrator dynam-
ics. One of the chapter’s contributions is to derive an associated dynamical system based on
the formation error. An alternative stability proof on the error dynamics will then be provided
by using Lyapunov’s indirect method. We manage to connect the error properties to those of
the graph and to find an upper bound for the linearized system.

When one of the agents is subjected to an external reference velocity and with the absence of
any additional control action, the standard rigidity based formation stabilization solutions will
exhibit a steady-state formation error. The main contribution of this chapter is the introduction
of a control scheme that will enable to implement a stabilizing controller over the error in order
to manipulate it. We demonstrate how the error can be decreased by using a proportional control
and completely eliminated by using PI controller. A mathematical proof is also provided and

simulations are given to support the results.

4.1 Distance-Constrained Formation Stabilization

The goal of this section is to introduce a controller u; such that the terms defined by (3.4) are sat-

isfied. Those terms are partial requirements of the main objective that was presented in Chapter

3, and aimed at acquiring distance between agents according to the distances constraints.
Consider a system of n (n > 2) agents, modeled as first-order integrators, as described in

(3.1). The entire system can be written as

2(t) = uft),

and to simplify notations, the time variable in x(t) and u(¢) will be omitted (i.e., z(t) := x).
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4.1.1 Formation Stability Analysis

The stability analysis of the this control strategy has been investigated in many works, start-
ing from center manifold theorem for the linearized dynamics [21] to employing Lyapunov
based approaches [14, 15]. It is well known that the direct linearization of (3.8) around the
target formation has multiple eigenvalues at the origin, and consequently cannot be analyzed
by Lyapunov’s indirect method [21]. By deriving an associated dynamical system based on the
formation error for MIR framework, we show that the linearization of the error dynamics leads
to a Hurwitz state matrix, and thus local asymptotic stability is readily shown.

By factorizing the dynamics in (3.8) yields
i(t) = —R(z)" (R(x)z(t) — d) . 4.1

From (2.1) it can be shown that the expression R(x)x(t) — d is the distance error vector
defined in (3.3), i.e.,

§ 2 R(x)x(t) — d = diag(e}) (BT @ I)z(t) —d. 4.2)

e

As we are concerned with the behavior of the formation error, we now derive the formation

error dynamics by differentiating (4.2) with respect to time,
o = 2diag(el)e = 2diag(e])(E™ ® L) (4.3)
Combining (2.1) , (4.1) and (4.3) yields

0 = —2R(z)R(z)T (R(z)x(t) — d). (4.4)

Theorem 5. Under Assumption 1, the origin of the formation error dynamics (4.4) is locally

asymptotically stable.

Proof. Define a set Q = {x| R(x)x — d = 0}. For any z* € Q , 6 = 0 by definition, hence any
x* €  corresponds to an equilibrium of (4.4). Denote M (z) = R(x)R(z)T. Evaluating the

Jacobian of the dynamics (4.4) at the equilibrium § = 0 (z = x™*) gives

o70) _ (2M@))
W 6=0,z=x* a 9o 0=0,z=x* (4.5)
9 (M(x)) )
- _2< 95 5> 6=0,x=x* - <M($)85> 6=0,x=x*
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The linearized dynamics equation thus can be expressed as
6 = —2M(z*)d, (4.6)

where ¢ is the variation of the state around the equilibrium point.
From Assumption 1 and Corollary 1, it follows that R(x*) has full row rank, and there-
fore M (z*) is a symmetric positive-definite matrix. Thus, the equilibrium point § = 0 of the

nonlinear formation error dynamics is locally asymptotically stable. O]

The result of Theorem 5 shows that examining the linearized formation error dynamics
allows for the use of Lyapunov’s indirect method to show local asymptotic stabilization of the
formation. In fact, exponential stability can also be shown using a similar approach as found
in [15].

4.1.2 Simulations

Consider for example a 4 agents system in which each agent is implemented with a distributed
control law as in (3.7). As can be seen in Figure 4.1(a), for an arbitrary initial positions (depict-
ed in grey), the formation reaches the desired squared shape. The norm of the formation error
is plotted as well in Figure 4.1(b) in order to support this result.
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(a) Trajectories of 4 agents with a distance based (b) A plot of ||| showing zero steady-state formation
control law. error.

Figure 4.1: MIR formation with a distance based control law.

4.2 Formation Control with Velocity Reference

Once the gradient-based controller has been successfully shown to asymptotically stabilize the

zero-input system as described in (4.1), the leader is now additionally injected with an external
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constant velocity command v,..; € R?. The goal is to make the formation move at that velocity
and follow the leader’s reference velocity while maintaining the formation shape. The addition
of a velocity reference to the agent designated as a leader together with the control law in (3.8)

leads to the following dynamics,
i(t) = —R(x)" (R(z)x(t) — d) + Boes. 4.7

Here, B € R*?2 is used to indicate which agent in the formation may receive the external
velocity reference, v,.f € R? (i.e., if agent ¢ 1s the leader, then the ¢th block of B is I5, and
the remaining blocks are zero). The dynamics of the formation error vector with an external

velocity reference can be derived from (4.7) as
0 = —2R(z)R(z)T3 + 2R(x)Bu,.;. (4.8)

A general control scheme is presented in Figure 4.2 and can be described as

5.
—~
~
N—
I

u(t) + Buyes, 4.9)
ult) = —R(x)TC<R(x)x(t) - d>, (4.10)

where C (R(x)x(t) — d> = ('(6), can be any stabilizing controller. In addition to preserving
the stability of the closed-loop dynamics, the controller C' should also eliminate the steady-state

formation error dynamics, i.e.,
lim ||6(¢)]| = 0.

t—o00

V;“ef

v
Sy

\/

v

d .
» Controller » R(z)T +Q—x> / T

=
=
A

Figure 4.2: The formation control is augmented with an additional controller to eliminate the steady-state error in
the formation.

Before analyzing the stability of the control scheme proposed in (4.10), we first examine
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the performance of the formation with a leader. In particular, we show that for the dynamics
in (4.10), assuming that C' is a stabilizing controller, the velocity of the formation centroid will

move at a velocity proportional to the reference, v,¢.

Theorem 6. Consider the system (4.9) and (4.10) and assume C' is a stabilizing controller.

Then the centroid of the formation, (3.9), moves at the constant velocity vV, s /n.

Proof. Observe from (2.1) that (1} ® I) R(z)" = (1} ® L) (E ® I)diag(e;) = 0 due to the
fact that 1,, is the left null space of £. Using this property, we examine the dynamics of the

centroid,

(1, ® L) (=R(2)"C(6) + Bvyey)

K-
|
SI=3 =

(1, ® I5) Buyey.

In the case that only one agent is being controlled (i.e., (1 ® I,) B = 1), the centroid dynamics

reduce to & = v,.¢/n, concluding the proof. ]

Remark 1. Note that the centroid does not actually track the reference velocity. However,
if the number of agents in the ensemble is known by the leader, this is easily overcome by

premultiplication of the reference velocity by the number of agents in the network.

4.2.1 Proportional Gain Control

A proportional controller is a control loop feedback mechanism widely used in industrial con-
trol systems, and it is the first intuitive control gain that comes to mind when implementing
a controller. A proportional controller generally operates with a steady-state error, sometimes
referred to as droop. The next equation describes a proportional controller that may be imple-
mented as the controller C'in (4.10),

u=—R(x) (kpl,) (R(x)r — d), (4.11)

where kp is a scalar constant. Notice here that each agent utilizes the same gain parameter.
A proportional control system amplifies the error signal to generate the control signal. The

closed-loop dynamics of the system utilizing the proportional control in (4.11) is thus
i = R(z)" (kpl,) (R(z)x — d) + Buey.

Examining the system from the error vector point of view will help to prove the stability

of the origin. The dynamics of the formation error vector (4.2) with a proportional controller
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described in (4.11) can be derived as
5 = f(éa Uref) = _2/§PR($)R(Z')T5 + 2R(Q?)B’Umf. 4.12)

Theorem 7. Under Assumption 1 and for any kp > 0, the origin of the zero-input (Ve = 0)
error dynamics (4.12) is locally asymptotically stable.

Proof. By using the same method described in Theorem 35, the linearized dynamics equation

can be expressed as .
0 = —2kpM(z*)d,

where 0 is the variation of the state around the equilibrium point. For any choice of kp > 0
the matrix —2xpM (z*) is Hurwitz (Because M (z*) is a symmetric positive-definite matrix)
thus leading us to the local asymptotic stability of the equilibrium point 6 = 0 of the nonlinear

formation error dynamics. [

Theorem 8. In the local sense, under Assumption 1, and for any kp > 0, the error dynamics
(4.12) is bounded input bounded output (BIBO) stable.

Proof. Since the derivative of the formation error will become zero at steady state (d,5(t)) = 0),

the linearized error dynamics algebraic equation is

—2R(z*)R(x*) kpd + 2R(2*) Bvyey = 0, (4.13)
which in turn leads to .
Sss(t) = — M (2*) " R(2*) Bvyey- (4.14)
Kp

Since R(z*) and M (z*)~! (M (z*) is invertible since it is symmetric positive definite ma-
trix) are constant matrices evaluated around the equilibrium, this immediately implies that
for any bound input the formation error will also be bounded. The same actions are taken
as in Theorem 5 in order to present the full linearized dynamics of (4.12). Define the set
Q = {(x,vyef)| f(x,v¢;) = 0}, which represents the equilibrium set of (4.12). We are inter-
ested in linearizing the system around a zero formation error, i.e., 6 = 0 and hence + = z*
(z € 2 as defined in Theorem 5). In this direction, define the set Qy = {(z, v.ef)| R(z)z —d =
0, f(x,v.e5) = 0} C Q. It then follows that any (2, v) € Q, satisfies z € Q and v = 0. We now

linearize our system around the point (z*,0) € €2, to obtain the linear state space form [29]
0 = Ad+ B
Yy = Cé + Do,
where ¢ is the variation of the state and ¥ is the variation of the input around the equilibrium
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point. The matrix A is obtained by evaluating the Jacobian of the dynamics (4.12) at the

equilibrium § = 0 (x = 2*) and at the nominal input v,y = 0:

i Of (6, Vres) _ 0 (—2kpM(x)d + 2R(x)Buy.f)
o]y 0=0,2=2* vy =0 9o 0=0,2=2* vy =0
= —2kpM(z*) + 2 <8R—@)Bvref>
85 0=0,2=2* vy y =0

= —2kpM(x").

The Marix B represents the control matrix, and is obtained in a similar way:

B = M = 2R(z*)B.
avref

6=0,2=2* 0,y =0

The C matrix is the identity matrix reflecting the formation error vector as the output of the

system with D = 0. The complete linearized dynamics equation can be expressed as

5 = —2kpM(z*)3 + 2R(z*)B7 (4.15)
y = 6.

For a general linear system, the transfer functions matrix between the input and the output
is given according to G(s) = C (s — A) “' B + D [29]. The transfer function corresponding

to the linearized dynamics (4.15) is thus

~adj (sl + 26p M (7))
~ Tdet(sl, + 2kpM(z*))

G(s) = (sl + 26pM(z*)) "' 2R(z*)B R(z*)B.  (4.16)

BIBO stability can be concluded simply by examining the poles of G(s), and those are
obtained by solving the characteristic equation of —2xpM (z*). By Assumption 1, M (z*) is
a symmetric positive-definite matrix, and therefore all of its eigenvalues are real and positive.
Therefore, for positive «p, all the eigenvalues of —2xp M (z*) are located on the open left half

plane and hence the system is BIBO stable. ]

Owing to the structure of the matrices in the linearized dynamics, we are also able to provide
an analytic expression for the steady-state error and also upper bounds that are expressed in

terms of properties of the system.

Corollary 2. Given a constant reference velocity v =v for the linearized dynamics in (4.15), the
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steady-state formation error is limy_,o, 0(t) = 045 = éM(m*)*lR(x*)Bv and it is bounded as

1

Rp

\/dmaa: ' /\max(L(g))
Amin (M (%))

Oss V-

<

Proof. For a step input response of magnitude v we can use the final value theorem, since the

eigenvalues of the dynamic matrix are all in the open left-half of the complex plane.

- 1
lim 0(t) = limd(s) = lims—G(s)v

t—o00 s—0 s—0 S
= lir% (51 + 2M (z*)kp)” ' 2R(z*)Bv
s—
1
= —M(z*) 'R(z*)Bv.
kp
Since R(x*) and M (z*)~! are constant matrices, this immediately implies that for any bounded
input the formation error will also be bounded. The euclidean norm of the formation error vec-
tor is considered in order to express the boundness of the steady-state error with the following

norm inequality

LM(:c*)—1R(x*)Bv

Kkp

SSS

1
< H M@ IREIBIV . @17)
;

From the definition of B in (4.7), its norm is || B|| = 1 and hence assigning a different agent
with a reference velocity does not affect the boundness of the steady state error. Also observe
that

M) = |[R")R@)"||
= Hdz’ag(e?*)(ET ® I)(E ® I)diag(e}) H (4.18)
< ||diag(el )| ||(ETE @ D|| [|diag(e;)]| -

The expression E7 F is also known as L.(G), the edge Laplacian of a graph [51]. Using an

SVD decomposition, the following equations hold,

Il = VAmaz(ETE) = v/ Amaa(Le(G))

= Ve (EET) = \/Anan(L(G)) (4.19)
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From the properties of the Kronecker product, the norm ||[(ETE @ I)|| = (|ETE|| - [|1]]), and
hence || (ETE @ I)| = ||Le(G)|. From (4.19) and since L.(G) is symmetric,

L) = LG | = Anaa(L(G))- (4.20)
Note also that

\|diag(el™)

= ||diag(e;)||
— \/)\max [diag(el™)] [diag(e})]
e ”
_ 4.21)

2
el

= ml?x(di) S -

where maxy(d2) is the largest entry of the distance constraint vector d. From (4.18), (4.20) and
(4.21) the upper bound of || M (x*)]| is

[ M ()| < dimaz - Amaa(L(G)), (4.22)

and as can be seen ||M(x*)|| depends on the structure of the graph. The matrix M (z*) is
symmetric and hence || M (z*)|| = Aoz (M (2z*)). This fact will help us derive an upper bound

to the norm of R(z*);

IR = v Amas [R(2)R(2)T] = v/ AnaeM (%) = VM (@) (4.23)

Combining (4.22) with (4.23) it can be concluded that

IRz < V/dmas * Amaz(L(G)). (4.24)

Lastly, || M (z*)~!|| should also be bounded in order to completely bound the steady state error.

The norm of the inverse of a matrix is related to its condition number. Denote (M (z*))

as the condition number of a matrix M (z*), i.e., y(M(z*)) = % By definition,
A(M(a*)) = [M ()] - | M(a*) ], and hence
Amaz (M (z*)) B 1

| M=) 7| = (4.25)

1M (@) | Amin (M (%)) Ain (M (27))°
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By collecting (4.17), (4.24) and (4.25) the steady-state error can be bounded as

and is affected both from properties of the structure of the graph, and from the largest entry of

1
< | =
s

\/dma:(: ' )\max(L(g))
Amin (M (%))

SSS

VIl (4.26)

the distance constraint vector. L]

Note that the value of the steady state error is found only in the local sense, and it is not the
real steady state value but rather an approximation. This is due to the fact that the matrices
R(z*) and M (x*)~! are computed around the equilibrium points, which accure when ¢ is
strictly zero.

While Theorem 7 provides us with information about the stability of the autonomous sys-
tem with a positive xp, here an additional condition on xp is provided in the context of error
boundness. Explicitly, the upper bound will become smaller as xp gets larger. Keep in mind
that all that glitters is not gold and that high gains have their own drawbacks. High proportional
gains usually increase the maximum overshoot of the system and create a longer settling time.
They also directly amplify process noise and hence increase the sensitivity to noise. More-
over, when the plant has a more complicated dynamics other than single-integrators, large gain
values can lead to system instabilities (depends on the location of the system’s poles and zeros).

Some graph features affect the results of this section directly or indirectly. Firstly, for a
constant reference velocity, the centroid moves at a constant velocity proportional to the number
of the agents in a graph. Secondly, the steady state error has an upper bound related directly to
the Laplacian eigenvalues. The location of the those eigenvalues can be correlated to the graph
structure, and therefore used to identify desirable and undesirable formation interconnection
topologies.

By introducing a stabilizing proportional gain controller into the formation control scheme
we were able to accomplish the task of reducing the formation tracking error. That task does
not fully meet the requirements of the main objective described in Chapter 3. There is a need
to find a more efficient controller in order to completely eliminate the steady-state error. The

PI controller qualifies for that task and will be discussed broadly in the next section.

Simulations

We now demonstrate the results of Theorem 8 and Corollary 2 with a numerical example.
Consider two minimally infinitesimally rigid frameworks with 6 agents as illustrated in Figure
4.3. The graph in Figure 4.3(a) has \,...(L(G)) = 6 while the graph in Figure 4.3(b) has
Amaz (L(G)) = 5.343. In order to know how the steady state error is affected by different types

of graphs, the mobile agents are driven by the dynamics in (4.9) under control law (4.11) and
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are initialized with arbitrary positions and zero velocities. We would expect a graph with a

lower Ap,q.(L(G)) to yield a smaller upper bound, according to Corollary 2.

(a) Graph 1. (b) Graph 2.

Figure 4.3: The distance constraint vector d as it is presented graphically on a two types of graphs.

The desired inter-agents distances were chosen such that the target formation will have the
same geometric shape, and are labeled above the edges of each graph in Figure 4.3. Also, only
the green colored agent is injected with a reference velocity, with a magnitude of 0.2[m/sec].

The motion of the agents is illustrated in Figure 4.4 in which the initial positions are marked
with grey circles and the final positions (at ¢ ¢;,,;) with numbered circles. The dashed lines are

the trajectories of each agent and the proportional controller gain was initially set to kp = 2.

(a) Agents trajectories according to Figure 4.3(a). (b) Agents trajectories according to Figure 4.3(b).

Figure 4.4: A MIR formations tracking a leader.

Figure 4.5 describes the norm of the true error, 6. It can be seen that the steady state
error indeed closely matches the linearized steady state value, marked in a green dashed line,
as it is derived from (4.17). As a comparison, the true steady state value of Figure 4.5(a) is
0ss = 0.0411 while the steady state value from Figure 4.5(b) is dss = 0.0418. Sharp-eyed
readers may see that although the bound for Graph 2 (in Figure 4.4(b)) is smaller than that for
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Graph 1 (in Figure 4.4(a)), the simulation actually shows a smaller steady state error for Graph
1. That is due to the fact that the bound is not tight and is only an approximation which was
derived from the linearized version of the non-linear system.

In line with the expectations, smaller A, (L(G)) does cause the upper bound to be smaller,
but this does not promise us that is how it will be for other types of graphs. The combination of
Amaz(L(G))s Amin(M (2*)), and d,, 4, should be considered as a whole in order to examine this
bound accurately. In this example the framework in Figure 4.4(a) has A,,;,, (M (z*)) = 0.57 and
the framework in 4.4(b) holds A, (M (z*)) = 1.996 which according to Corollary 2 affirms
the correctness of the results. Lastly, as kp increases, the steady state formation error gets
smaller. This can be observed by the norm of the error for different values of xp in Figure 4.6.

T-- -Ugber bound 0.84478 T-- -Ugber bound 0.19476
||65s]| is 0.039181 I 6 ||65s]| is 0.040666

Norm(d)
Norm(d)

_2 . . . _2 . . .
0 05 1 1.5 2 0 05 1 1.5 2
Time (sec) Time (sec)
(a) The formation error norm, ||§||, in correspondence (b) The formation error norm, ||§||, in correspondence
to the formation in Figure 4.3(a). to the formation in Figure 4.3(b).

Figure 4.5: The norm of the formation tracking error with an upper bound

0 ) 0.2 0.4 0.6 0.{3 1 12 14 16 18 2
Time (sec)

Figure 4.6: Norm of the formation error for different xp gain values.
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4.2.2 Proportional Integral Control

So far we have shown that by using a proportional control we can reduce the formation error,
but not eliminate is completely. By looking at the external velocity from a different perspec-
tive, we can come up with another type of control that will help us achieve this goal. The
external reference velocity may be thought of as a disturbance to the system dynamics, causing
a steady state error. As described extensively in the literature [4,29,38], one of the proportional
integral controller capabilities is disturbances rejection. By adding an integral term, which is
proportional to both the magnitude of the error and the duration of the error, we are able to
eliminate the residual steady-state error that occurs with a pure proportional controller. Exam-
ining the eigenvalues of the linearized error dynamics with the PI controller will tell us that it
is asymptotically stable, and simulations are presented to support this result.

The next equation describes a proportional-integrator controller that is implemented as the
controller C' in (4.10),

u(t) = —R(z) kp (R(x)z(t) — d) — R(:E)T/{[/O (R(z)x(T) — d) dr, (4.27)

where xp and k; are scalar constants.

The integrator used in the controller introduces a new state-variable into the system,
(= rr (R(z)x(t) — d), (4.28)
and by combining (4.9) with control law (4.27) the closed-loop dynamics can be expressed as

IipR(m)T
—krl

d+

[ i(t) ] _ [ —kpR(x)"R(z) —R(z)T ] [ z(t) ] .
ki R(x) 0

B
. ] Urej. (4.29)

Examining the system from the error vector point of view will be helpful when discussing
the stability near the origin. By a coordinate transformation as in (4.3), and by using (4.2.2),

the formation error dynamics are

5ty | [ —2kpM(z) —2M(x) | [ 6()
B K)[[ 0

where M (z) = R(z)R(x)".

Theorem 9. Given that Assumption 1 holds, for any kp,k; > 0, the origin of the zero-input
(vref = 0) error-dynamics in (4.2.2) is asymptotically stable.
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Proof. By following a similar procedure as in Theorem 5, we note that for any z* € 0, J is
zero by definition, which in turn leads to the equilibrium condition {( = 0. Hence, any z* € ()

corresponds to an equilibrium point. Denote

—2kpR(x)R(z)T —2R(z)R(x)"

Alz) = [ wyl 0

Linearizing around z = x* gives us the linearized dynamics

oty 1 [ —2epM@) —2M(a*) ][ b(t)
: - kil 0 ) |’

where M (z*) = R(z*)R(z*)T as before.

By Assumption 1, M (z*) is a symmetric positive-definite matrix, and therefore all of its
eigenvalues are real and positive. Denote the eigenvalues of M (x*) as y;. In order to learn
about the location of the eigenvalues of A(z*), we need to solve its characteristic equation. The

following lemma will be useful for the analysis.

Lemma 2. ( [9])

A A
The determinant of a block matrix A = S 7 given by the formula
Ag Ag
|Al = |Ass| |[A11 — A2 A Ax | 4.31)

From Lemma 2, the characteristic polynomial of A(x*) is thus

2
AL — A(x™)| = M| ‘)\I + 2kpM(z*) + XkIM(x*)

= | NI+ (26pA + 2r7) M (2¥)| .

Since M (z*) is symmetric, it is also diagonalizable, i.e., there exists a matrix () such that
M(z*) = Q7' DQ, where D = diag(y;). Hence, the characteristic polynomial can be written
as

AL — A(z")] = |NQ7'Q + (2kpA + 26) Q7' DQ)
= |NI + (26p\ + 251) D)

- ﬁ ()\2 + (26pA + 2k7) ui) .

=1
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The ith eigenvalue of A(z) can be computed as

N —2I{P[Li + \/4 (lip[,bi)z - 8/@[,&1‘
i 2 .

(4.32)

Since p; > 0 is positive, it follows that x, must be positive in order for the real part of \; to be
in the open left-half plane. Furthermore, for positive «, all the eigenvalues must also be in the
left-half plane. Therefore, for any «,, x; > 0, by Lyapunov’s indirect method, we conclude that
the zero-input (v,.; = 0) error-dynamics in (4.2.2) is asymptotically stable at the equilibrium
point 6 = 0,¢ = 0. [

Simulations

We now demonstrate the results of Theorem 9 with a numerical example. Consider a group of
6 mobile agents implementing the PI formation controller (4.2.2). A single leader is injected
with a reference velocity forming a circle. The resulting trajectories are shown in Figure 4.7(a);
the initial positions are depicted in grey and the leader is labeled by the green node. All of the
agents have zero initial velocities. A value of kp = 2 and k; = 3 were used for the control.
As shown in Figure 4.7(b), the PI controller leads to a zero steady-state error for the formation.
However, since the integral term responds to accumulated errors from the past, it can cause the

present value to overshoot the setpoint value or cause oscillations to the error.

norm( 66)
[EEN
)]

o e ; : o 2 4 6 8 10
Time (sec)

(a) An MIR formation tracking a leader with a PI con- (b) The steady-state error ||0(¢)|| asymptotically con-
troller. verges to 0.

Figure 4.7: PI Formation control with velocity reference.
It is in our interest to verify that the PI controller can handle slowly time varying distur-

bances. As described in Figure 4.8(a), the green leader is injected with a sinusoidal reference

velocity and the remaining agents have to follow it while maintaining the pre-defined inter-
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agents distances. Indeed, as shown in Figure 4.8(b), the PI controller does a really good job to

reject those disturbances.

2.5

15

0.5\\
O,

R e TR I 0 50 100 150
Time (sec)

norm( 6e)

(a) An MIR formation with a PI controller tracking a (b) The PI controller leads to a satisfactory small error
leader with slow time varying reference velocity. l6(®)]l -

Figure 4.8: PI Formation control with time varying velocity reference.
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Chapter 5
Double-Integrator Dynamics

In this chapter, we extend our discussion to a second order system with agents having a double
integrator dynamics where the goal is for the agents to acquire and maintain a predefined shape
in the plane. Secondly, the agents are required to simultaneously acquire a formation and move
cohesively following an agent with external velocity reference. For that purpose a rigidity-
based control law is applied along with a velocity tracking mechanism.

Similarly to the previous chapter, we first show that the centroid of the formation moves in a
constant velocity, which is determined by the initial velocities of the agents. Then we derive an
associated dynamical system based on the formation error, which now comprises the distance
error vector and the velocities error vector. We then provide a local stability proof for the error

dynamics by using Lyapunov’s direct method.

5.1 Distance-Constrained Formation Stabilization

The goal of this section is to introduce a controller u; such that the terms defined by (3.4) in
Chapter 3 are satisfied. It will be shown that formation acquisition requires additional velocity
feedback based on the Laplacian consensus dynamics. Consider a system of n (n > 2) kine-
matic point masses (also refer to as agents), moving in a 2-dimensional Euclidean space. The

motion of each agent is modeled as second-order integrator,

4 (t) 10 I (1) 0 |
[Mt) ] - [0 0 ] [vi(t) ] N [[2 ] ui(t), (5.1)

where z;(t), v;(t) € R? are the position and velocity of the i-th robot respectively and u;(t) €
R? denotes the control input.
As the objective is to find a control law that will cause the agents to maintain a predefined

shape, the distance-based control law in (3.7) is solely implemented as the acceleration input:
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o(t) |
[ it ] - ’

As can be seen from the problem statement simulations in Chapter 3, that describes the

0
: 2
R(x)" ] ¥ 62

0 I x(t)
—R(z)"R(z) 0 ] [ v(t)
dynamics in (5.2) for a 6 agents system, we see a phenomena where the agents cannot maintain
the desired hexagon formation (as in Figure 3.3(a)).

This phenomena can be easily explained by looking at the dynamics of the system when
the formation error is zero. At a specific point of time, ?(, although the agents have reached the
desired formation, their velocities, v(to), are not necessarily zero. They will keep on moving,
breaking the formation over and over again. In contrast to the first order system, the acceleration
will instantaneously become zero and not the agent’s velocity.

In order to overcome this problem, a new control law is proposed that causes the distance
error vector to converge to zero and also ensures that the velocities will reach consensus. This
control law is based both on a gradient control law that was proposed in (3.7) and on the Lapla-
cian consesus dynamics. The latter describes dynamics that is implemented with a distributed
control law that drives the states from their initial condition to a consensus, and conserves the

sum of the initial states [25,41]. Each agent implements the following control law:

wi(t) == (lexll® = di®) ex = > (v; —v;). (5.3)

j~i j~i

A scheme for the closed loop dynamics is presented in Figure 5.1 and is written in state

space form as:

L® I

A

R(x)

A

Figure 5.1: A formation control for a second order system is augmented with a velocity controller to ensure
velocities consensus.
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As a first step, the performance of the centroid under the implementation of the new control

law is examined by the next theorem.

Theorem 10. Consider the system (5.1) with the control law in (5.3). Then the centroid of the
formation, (3.9), moves at the constant velocity % (13; ® Ig) v(0), which is the initial velocities

average.

Proof. The velocity of the centroid is given in the following equation by introducing the double
integrator system (5.1) into (3.9):

(1, ® L) v(t). (5.5)

SRS

B(t) = F(t) = % > ) - % (17 ® L) #(t) =

Note that the centroid’s velocity, € R?, is the average of all agents’ velocities. Observe from
(2.1) that (1T ® I,) R(z)" = (1} ® L,) (E ® I;)diag(e;) = 0 due to the fact that 1,, is in the
left null space of E. The same applies for (11 @ I,) (L® L) = (11 @ L) (EQL)(ET®1L) =
0, from the Laplacian definition in Section 2.2. By using those properties and (5.7), we examine

the dynamics of the centroid,

T o= 0 (5.6)
v o= %(ﬂ@]g)@(t)
= (e D) (~R@.~ (Lo 1)v) =0

As can be seen, the centroid moves at a constant velocity, which is determined by the initial

velocities of the agents, concluding the proof. [

Corollary 3. Consider the system (5.1) with the control law in (5.3). For agents with zero

initial velocities, the centroid of the formation, (3.9), is stationary.
Proof. The corollary is a direct consequence of Theorem 10. [

In order to discuss the stability near the origin, an appropriate system’s error is derived.
Since the velocities consensus dynamics conserves the sum of the velocities, the error is con-
nected to the definition of the centroid (3.9). Let 6, € R?" be the velocities error vector, defined

as the difference between the velocity of each agent to the centroid’s velocity , i.e.,

bw=|1v,—v | =v—(1,®0). 5.7
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Note that we can also write ¢, in terms of the agents’ velocities by using (5.5) and (5.7):

51) = U—(]_n@IQ)T_}
1
= U—(]_n@IQ)E(]_E@[Q)’U
1
1
= [(h;——Lﬂg)Qéh]u (5.8)
n

Theorem 10 has shown that the centroid’s velocity is an invariant quantity. The invariance
of v = % (15 ® I 2) v gives more information on the velocities error vector. From the definition

in (5.7), v can be written as:

v=(1,®7)+ . (5.9)

By looking at (5.9), d,, can be referred to as the group velocity disagreement vector and it
reflects the velocity deviation of the agents from the centroid’s velocity. The error 9, is orthog-
onal to 1 and it also belongs to an (2n — 1) dimensional subspace (known as the disagreement

eigenspace of L ® I, for a connected graph [30]) and satisfies the equation

(1"® L) 6, = 0. (5.10)

The last equation can be easily achieved by left multiplying (5.7) with (lT ® Ig). This
property appears to be necessary in order to prove the stability of the system.

5.1.1 Formation Stability Analysis

In this section we provide a stability analysis for the second order system in (5.4) by examin-
ing its error dynamics. By using Lyapunov’s direct method the system is proven to be locally
asymptotically stable. In contrast to Chapter 4 Lyapunov’s indirect method does not work. The
linearized state matrix has non-positive eigenvalues (zeros and negative eigenvalues), and the
origin of the nonlinear error dynamics cannot be inferred as stable. In addition, the correspond-
ing eigenvectors are also stated here to confirm this result.

As we are concerned with the behavior of the error, an augmented error vector A € R™+2»
is now defined, which comprises the distance error 6. € R™, defined in (3.3), and the velocities
error vector, 6, € R*", defined in (5.7),

(5.11)

R(z)x —d
v — (]-n X IQ) v ‘
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The differentiation of the error (5.11) with respect to time is

o | | 2diag(el)e |
0o | |- (1a@L)d |
——

A

2diag(el)(ET ® L)

, (5.12)
—R(x)T (R(x)z —d) — (L@ I)v

where the results of the right hand side can be explained by (5.6). Introducing 2 equations that
will help us to rewrite (5.12) using the fact that 1,, is in the right null space of ET

2R(x)6, = 2diag(e] (ET @ L) [v — (1, ® L) 9] = 2R(z)v, (5.13)

—(L® L)y =—(Ex L) E*"®L)[v—(1,® )0 =—(L® ). (5.14)

By using (5.13, 5.14), (5.12) becomes

O, B 2R(x)v B 2R(x)d, (5.15)
o, | | —R@)T0.— (Lo L)v | | —R(@)76. —(L®1L)6, |’ '
and can be represented as an autonomous system for the error:
' 2
A I R(=) o (5.16)
Oy —R(x)T —(L® L) Oy
Alw)

Also note that the control law (5.3) can be written in terms of the error vector by using
(5.14),

u = —R(z)"R(z)+ R(z)"d— (L& I)v
= —R(2)76, — (L&), (.17)

As in the previous chapter, we use Assumption 1 in order to check stability by linearizing
the system around an equilibrium of an M I R framework.

To correlate the states to the errors we define the set
Qy = {(x,v)|R(x)r —d=0,(1,® L) v —v=0}.

For any (z*,v*) € Qy, . = 0 and §, = 0 by definition, hence any (z*,v*) € Qy corresponds
to an equilibrium of (5.16). Again, M (x) is denoted as M (z) = R(x)R(z)T. Evaluating the

Jacobian of the dynamics (5.16) at the equilibrium A = 0 (z = x*, v = v*) gives
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9 (A(x)A) _ (9(A®))
9A A=0,(z,v)=(z*,0*) ( oA A)

(5.18)

0A
A=0,(z,v)=(z*,v*) A=0,(zv)=(z*,0*).

The linearized dynamics equation thus can be expressed as
A= AY)A, (5.19)

where A is the variation of the state around the equilibrium point. The explicit form for the

HE

and it allows for a more transparent understanding of the eigenvalues. The next theorem ex-

linearized dynamics is

0 2R(z")

—R(ZL‘*)T - (L X ]2) 51}

[ (Sf ] , (5.20)

plains why linearization can not be used to infer stability.

Theorem 11. The matrix A(x*), which describes the linearized error dynamics (5.20) around

the equilibrium, has at least three eigenvalues at the origin.

Proof. One way of showing that A (z*) has eigenvalues at the origin is to find an eigen-

vector that corresponds to the zero eigenvalue. Define u; € R?" and uy € R*" as u; =
T T
(1n ® [ 10 ] ) and uy = <1n ® [ 0 1 } ) correspondingly and recall that 1,, belongs

to the right null space of R(x) and to the right null space L. Each one of them relates to a
translation of the framework in a different direction [50]. The use of the kronecker product

allows us to write:

(Lo L)u; = 0
(L@ L)uy; = 0, (5.21)

T T

and hence [ (S } and [ O ud } are both eigenvectors of A(z*) that lead to a zero

eigenvalue. There is also a third eigenvalue of the rigidity matrix with a corresponding zero
eigenvalue, that relates to a rotation of the framework [50]. Define the position vector 7; € R?

as a permutation on the position vector of agent 7 such that

v 01 (5.22)
-1 0
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Furthermore, define the vector us € R?" as

T
ug=| &7 ... 2T | . (5.23)

It can now be verified that from this construction that
R(z*)us = 0. (5.24)

Note that u3 does not belong to the null space of L, i.e. (L ® I)uz # 0. Denote uy € R™ as a

non zero vector in order to create the augmented eigenvector [ ul ul ]T of A(z*). In order
to find another eigenvector that correspond to a zero eigenvalue, we need to find what u,4 is by
looking at the equation:

R(z*)" uy — (L ® L) ug = 0. (5.25)

To find the explicit expression for u, we can use the Moore-Penrose pseudoinverse of

R(a:*)T, since it is not a square matrix, and it is full row rank for an MIR framework:

-1

wy = [R @) R DT R(@) (L ® L)us. (5.26)

T
Thus, [ ul ul ] is the third eigenvector of A(x*) corresponding with the zero eigenval-
ue. [

Lyapunov’s Indirect Method does not deal with linearized systems that have eigenvalues at
the origin and we can not infer on the stability of the system. Nevertheless, it can be shown that

the nonlinear system is asymptotically stable by using Lyapunov’s direct method.

Theorem 12. Under Assumption 1, both the formation error dynamics and the velocity error

dynamics (5.16) are locally asymptotically stable.

Proof. Consider the following Lyapunov function:
Lop T
W = 5(56 de + 0, 0o, (5.27)

where W is continuously differentiable in J. and in J,.
The derivative of (5.27) is

W = 650, + 2075,
= —20"R(x)0, + 26F R(x)5, — 201 (L ® 1) 6,
= 200 (L®1)6, <0. (5.28)
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Hence, the time derivative of IV is negative semi-definite (W < 0). Itis not strictly negative
definite because 1V = 0 for any 0, € S, where S = {6,| (L ® I5) 8, = 0}, irrespective of the
value of d.. That means the origin is a stable equilibrium, but not necessarily asymptotically
stable. The set S also implies a velocity consensus, i.e., d,, = d,, = ... = J,,,. By using (5.10)
we can conclude that the 6,, = 0 Vi = 1...n and at steady state, the components of J,, will be
zero in each direction.

LaSalle’s invariance principle implies that the errors converge to a set of configurations S.

Furthermore, in S, 6, = 0 and v; = v Vi. The velocity error dynamics is:
by = R(x)76. = 0. (5.29)

For a M IR graphs, R is of full row rank, and J, must be zero in order for (5.29) to hold. The
conclusion is that the trajectories will converge to the largest invariant set {d., d,| 6, = 0, J. = 0}
and at least asymptotically the control goal is achieved.

O

The velocities consensus feedback control can be interpreted essentially as a PD-like con-
troller of the system. Both describe a control mode in which a derivative section is added to
the existing controller. In order to avoid effects of the sudden change in the value of the error
signal, the derivative is taken from the output response of the system variable instead of the
error signal. In our case, the velocities of the agents are considered to be the output response

of the system.

5.1.2 Simulations

In order to demonstrate Theorem 12 and Corollary 3 consider for example a 6 agents system,
in which each agent is implemented with a distributed control law as in (5.3). As can be seen
in Figure 5.2(a), for an arbitrary initial positions (depicted in grey), the formation reaches the
desired hexagon shape (depicted with bold lines). Furthermore, the initial velocities of the
agents are all set to zero, which means that the centroid of the system remains stationary. The
norm of the formation error is plotted in Figure 5.2(b) showing that there is no steady state
formation error. Also, the norm of the velocity error is plotted in Figure 5.2(c) showing zero

steady state error, which implies that the agents have stopped moving.
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(a) An MIR formation With 6 agents.

40 ‘ ‘ 10
30 8
R w 6
F 20 £
: 5
10¢ 2
% 10_ 20 30 % 10_ 20 30
Time (sec) Time (sec)
(b) A plotof ||d.(t)| showing a zero steady-state dis- (c) A plot of ||6,(t)|| showing a zero steady-state ve-
tance error. locity error.

Figure 5.2: Zero steady-state errors for MIR formation implementing control law (5.3).

In a different case, where the agents are initialized with arbitrary velocities, we expect to
see the formation moving. According to Theorem 10, the velocity of the centroid is determined
by the average of the initial velocities. This fact is demonstrated in Figure 5.3(a), where the

same 6 agents are being initialized with

01(0) = 8 05(0) = ; v3(0) = _01
-3 0 —1 |’
U4(O> = 2 U5(0) = 3 UG(O) = _q

and all units are in meter per second. Calculation of the centroid’s velocity yeilds

) [ —4/6

V=
6

] m/sec,
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supporting the proof.

(a) An MIR formation With 6 agents.
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(b) A plotof ||d.(t)|| showing a zero steady-state dis- (c) A plot of ||6,(t)|| showing a zero steady-state ve-
tance error. locity error.

Figure 5.3: Zero steady-state errors for MIR formation implementing control law (5.3) with arbitrary initial ve-
locities.

5.2 Formation Control With Velocity Reference

We are interested in making the formation of the second order system, at the same manner as
for the first order system, follow an external reference velocity. By injecting the reference value
into the dynamics of one of the agents, we show that the centroid will follow that velocity by
using an appropriate decentralized control.

Consider one agent as a leader with an external reference velocity command, as descibed in

(5.30), where the objective of the formation is to follow the leader at the same velocity while
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preserving the inter-agents distances,

r = v

b = u+ Buey, (5.30)

where B € R?"*? is used to indicate which agent in the formation may receive the external
velocity reference, v,.r € R? (i.e., if agent ¢ is the leader, then the ith block of B is I, and the
remaining blocks are zero).

The addition of a velocity reference to the agent designated as a leader together with the

control law in (5.4) leads to the following dynamics,

r = v

v = —R(z)" (R(z)r —d) — (L& I) v+ By (5.31)

In Section 4.2 we showed that for a first order system with a reference velocity command,
a steady state distance error can be overcome by using a stabilizing controller, such as a PI
controller. Nevertheless, the same phenomena doesn’t occur for the augmented error in the
second order system and is demonstrated by a simple example shown in Figure (5.4(a)). Here,
6 agents are tasked with maintaining a hexagon shape formation (satisfying Assumption 1)
while tracking the designated leader (marked in green) with a constant reference velocity. The
external reference changes the equilibria of the system and without a proper stabilizing control
the distances will exhibit a small steady-state error. This can be seen in Figure (5.4(b)) where
de(t)]|, is plotted. Figure (5.4(c)) plots [|d,(t)]|
showing that the steady-state velocity error is zero. According to the definition of 4, in (4.2),

the (non zero) steady-state distances error,

it also means that the velocities of the agents reach a new consensus equal to the velocity of
the centroid. The reason for that is because the integral action on the velocity error is obtained
through the double-integrator dynamics of the agents. After closing the control loop on the
velocities, the additional integrator of the dynamics reacts to the integral of the velocity error
and eliminates it, similarly to a PI controller.

Before analyzing the stability of the control scheme proposed in (5.31), we first examine
the performance of the formation with a leader. In particular, we show that for the dynamics in
(5.31) the acceleration of the formation centroid will be proportional to the reference velocity,
Uref. Furthermore, we show that the ceontroid, and consequently the agents, will not follow the

reference velocity and another simple feedback mechanism is needed.

Theorem 13. Consider the system (5.31). Then for a constant reference velocity, v,.; = const,

the centroid of the formation, (3.9), accelerates at a constant velocity equals to %vm e

Proof. Following the same steps as in Theorem 10, the dynamics of the centroid for the system
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(a) An MIR formation tracking a leader.

35 ‘ ‘ 15
30
_ 25 10
0”201 o~
E E
5 | ’ 2
10 | 5
0. ‘ , 0
0 5 10 15 0 5 10 15
Time (sec) Time (sec)
(b) A plot of ||0.(¢)|| showing a steady-state distance  (c) A plot of ||d,(t)|| showing a steady-state velocity
error. error.

Figure 5.4: Without any additional control, tracking a leader leads to a steady-state error in the formation.

in (5.31) will be

1} @ Iy) Bupes (5.32)

SI=3 =33+

In the case that only one agent is being controlled (i.e., (1} ® I)B = I,), the centroid
dynamics reduces to

[SIEEER
([
—_ I

—Upe 5.33
nv f ( )
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Moreover, (5.32) reveals that the acceleration of the centroid is proportional to the reference

velocity. In particular, when v,.; = const, the centroid will accelerate at a constant velocity

equals to L (1} ® I5) Bu,.y, concluding the proof. O
As evidence, the leader in the formation described in Figure 5.4(a) is injected with external

2 i 1/3
constant velocity v,.; = ] . The acceleration of the centroid is v = 1/ /3 which is

consistent with the proof.

5.2.1 Leader’s Velocity Feedback Control

As can be seen, the formation is not driven by the velocity reference in the way we want. In
the second order system, the purpose of v, is to determine the velocity of the formation as a
whole, meaning that each agent should have a steady state velocity equal to v, .

For that purpose we want to find a decentralized control to manipulate the velocity of the
agents according to v,.y. Without loss of generality, we assume that agent number 1 is the leader
and is driven by an inner control loop such that its velocity will attain the reference velocity.
The remaining agents are not aware of the external reference velocity and are manipulated only

by their own preceding dynamics as in (5.34)

ur(t) = = (lexll® = di®) ex = > (v = v1) + vy — 11 (5.34)

i~ 1
wit) = = (lell® = di®) e = > (v; —vi) Vi# L
g~ g~

The closed loop dynamics can be written in state space form as:

r = v

v = —R(z)" (R(z)r —d) — (L®I)v+ Bv,y — BB v, (5.35)

where BBT ¢ R?*"*?" i5 a block diagonal matrix and is used to indicate that the feedback
comes from the agent that has received the external velocity reference, v,.; € R? (i.e., if agent
1 1s the leader, then the ith diagonal block of BBT is I, and the remaining blocks are zero).

Such control scheme is also depicted in Figure 5.5.
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Figure 5.5: Velocity feedback mechanism to ensure velocity tracking of v,¢y.

5.2.2 Stability Analysis

In this section the stability of the second order system described in (5.35) with the feedback
controller is analyzed and discussed. It is shown that the system is locally asymptotically stable.

Intuitively, in order to do that, we define the following error
5ref =0 — (1n (%9 ]2) Uref- (536)

The error d,.; belongs to R*™ and states the difference between the velocity of each agent to
the reference velocity v,.s. It is also presented in Figure 5.6, together with . as an observable

output of the second order system with a reference velocity command in (5.31).
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Figure 5.6: The second order system with a velocity reference command.

With the help of matrix B € R***2, (5.36) can be manipulated to present the velocity error
for the leader:
BT8,e; = BTv — vy (5.37)

where BT (1, ® I3) = I, is the unit coefficient of v, ¢ and BTs,, ¢ 1s noted in Figure 5.5.
For a constant reference velocity, the dynamics of (5.35) can be written in terms of the
defined errors by using (5.13) and (5.37):

T = v

v = —R(2)"5.—(L®I)v— BB"6,, (5.38)

and it will be useful in our journey to prove stability using Lyapunov’s direct method.

Before analyzing the stability of the system, we show that for the dynamics in (5.38), the
acceleration of the formation centroid is proportional to the reference error of the leader. In
order to examine the connection between the centroid dynamics to the new defined reference

error, analysis of the centroid dynamics equation is needed.

Theorem 14. Consider the closed loop system (5.38) with a reference velocity v,.y. Then the

centroid of the formation, (3.9), moves at the acceleration —L1pBTs,. -
n
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Proof. Implementing the formation dynamics (5.38) into (3.9):

g = 1 (1) @ L) & = 1 (1)@ L) (5.39)
n n
1
a = - (1, ® L) v
1
= - (1, ® ) [-R(2)"6. — (L ® L) v — BB"4,4] .

First, the velocity of the centroid is independent of the v,.; (at least implicitly), and equal
to the average of the agents’ velocities. Secondly, in the proof of Theorem 10 it was shown that

1,, belongs to the left null space of R(z)” and L, hence,

1 1
(1, ® I5) BB"6,ep = ——B" 5. (5.40)
n

QI

n
It can be seen that the acceleration of the centroid is depended on the leader’s velocity and
on the reference velocity. When the expression B4, ; converges to zero, the velocity of the

centroid will be constant (zero acceleration). Note also that B4, ¢ = 0 means that the leader

is moving at the same speed as the velocity reference. ]

Remark 2. By using the velocity control law in (5.17) we have shown velocity consensus that
caused o, = 0, i.e. vi = v. Assuming the 5.34 is a stabilizing controller, by combining leader’s
inner controller with (5.17) we can conclude that the centroid’s velocity will be equal to the

reference velocity (U = Uyef).

The stability of the system is shown by using Lyapunov’s Direct Method and by using the
dynamics of the formation error descibed in (4.2) and the reference error described in (5.36).
The formation error dynamics defined in (4.2) has not changed, i.e., 9, = 2R(z)v. Further-
more, by using (5.36) along with the fact that 1,, belongs to the right null space of R(x)?, the
derivative of . can be written as:
O¢ = 2R(2)0yes. (5.41)

Next, we derivate the reference-centroid error, 9,.¢, defined in (5.36) with a constant refer-
ence velocity:
Opef = 1. (5.42)

Theorem 15. Under Assumption 1, formation error dynamics (5.41) and the reference error

dynamics (5.42) are locally asymptotically stable.

Proof. To show the stability of system (5.38) we use the Lyapunov direct method with the

following Lyapunov function:
W Lop L op
= 2158 (56 + §5T‘€f§7"5f' (5.43)
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where W is continuously differentiable in J. and in d,.;. The derivative of (5.43) yields

. 1 . )
W = 2673 + 0l bres. (5.44)
B
A

According to (5.13) and (5.41), expression A is
Lepe  1op T
5(56 0e = 5(56 2R(z)v =0, R(x)0ycr, (5.45)
and from (5.42) expression B is

= 6l [-R(2)"0. — (L& I)v— BB"§,f] (5.46)
= —6LR(2)"6, — 6%, (L®I)v— 6%, BB"5,.;.

T

According to the definition of d,.y, i.e., (5.36), and the fact that 1,, belongs to the left null space
of L:
Srep (L@ Nv=[v" —v); (1L @ L) (L&l)v=v"(L&I)v. (5.47)

By using (5.47), (5.46) can now be written as:

08 10rep = =0k ;R(x) 0 — v (L& I)v — 0%, ; BB 6,5. (5.48)

e

By introducing (5.45) and (5.48) into (5.44):
W = 6T R(2)drep — 61 R(2)T 0. — 0" (L ® L) v — 6], BB by, (5.49)

we can write down the derivative of the Lyapunov function in its simplified form by using
(5.36):
W = —o7 (L®L)v— (BTU — 'U,,ef)T (BTU — Umf) ) (5.50)

Hence, the time derivative of I is negative semidefinite (1 < 0). It is not strictly negative
definite because W = 0 for any v € S,, where Sy = {v[(L® L)v=0,BT0 — v, = 0}.
That means the origin is a stable equilibrium, but not necessarily asymptotically stable. The
set Sy also implies a velocity consensus, i.e., v; = vy = ... = v,,. Moreover, BTv — Ures Can
only be zero in one point which implies v; = v,.;. The equation B'v — v,.; = 0 together
with (L ® I,) v = 0 means that every agent will have the same velocity equals to the reference
velocity. The set Sy can be written in terms of d,.; by using (5.47):

52 - {5r€f’ (L ® 12) 67"3f = 07 BT(Sref = O} .
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LaSalle’s invariance principle implies that the errors converge to a set of configurations .S5.
Furthermore for a constant reference velocity, in S, v1 = v,.f, and v; = v; Vi. Thus, we can

conclude that d,.; = 0. Accordingly, from (5.38) and (5.42) the velocity error dynamics is:
Opes = —R(x)75, = 0. (5.51)

For a M IR graphs R is a full row rank, J. must be zero in order for the last equation to

hold. The conclusion is that the trajectories will converge to the largest invariant set
{(0c,0ref) |0 =0, Gpep = 0, B0y = 0 Vi}

and at least asymptotically the control goal is achieved. U

Finally, the next theorem deals with the centroid’s dynamics at steady state, once the stabil-

ity has been shown.

Theorem 16. Consider the closed loop system (5.38) with a constant reference velocity vy.;.

Then the centroid of the formation, (3.9), moves with a constant velocity equals 10 Vy.j.

Proof. In Theorm 14 it was shown that the acceleration is equal to —%BT@E . For a constant
reference velocity, Theorem 15 describes that by using Lyapunov’s Direct Method, the origin

of the system is stable and that 6,y = 0 at steady state. By using both Theorems:
a =0,

and the centroid moves at a constant velocity. Since Theorem 15 also tells that v; = v, Vi,
the centroid moves at a constant velocity equals to v, .
[l

5.2.3 Simulations

In order to demonstrate Theorem 15 consider for example a 6 agents system, in which each
agent is implemented with a distributed control law as in (5.37). As can be seen in Figure
5.7(a), for an arbitrary initial positions (depicted in grey), the formation reaches the desired
hexagon shape (depicted with bold lines). The norm of the formation error is plotted in Figure
5.7(b) showing that there is no steady state formation error. Also, the norm of the reference
error is plotted in Figure 5.7(c) showing zero steady state error, which implies that the velocities

of the agents are equal to v,¢, supporting Theorem 16.
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(a) An MIR formation tracking a leader.
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(b) A plot of ||6.(t)|| showing a steady-state distance
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Figure 5.7: Tracking a leader with a zero steady-state errors.
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Chapter 6
Conclusions

This work considers a multi-agent formation control problem where a designated leader is
subjected to an additional velocity reference command. The entire formation should follow the

leader while maintaining the inter-agent distance constraints. The formation error is defined

from the zero-input dynamics of agents modeled as single integrators.

By augmenting a standard gradient formation controller with a proportional-integral control
on the formation error, we are able to prove the stability of the formation error dynamics with
velocity input while ensuring zero steady-state formation error. In order to solve the forma-
tion tracking problem of a multi-agent system, we augmented a distance-based rigidity control
law with a PI controller on the formation error. We started with agents modeled as single
integrators and demonstrated that the stability of the distance error dynamics can be proven
using Lyapunov’s indirect method. The centroid of the first order system moves at a speed
proportional to the reference velocity.

By finding an expression for the steady state formation error of the linearized dynamics, we
show that the error properties are related to the graph topology. By simulations, we showed
that the formation error vector can be manipulated, and eventually converges to zero, and that

the formation tracks the leader with a reference velocity.

To agents with double integrator dynamics we added a consensus-based control loop on the
velocities to achieve the formation maintenance problem. The formation error is augmented
with a velocity error, that defines the differences between the velocity of each agent to that of
the reference. Lyapunov’s second method is used to prove that the system is asymptotically

stable. For a system with an external reference velocity a decentralized control is proposed to

manipulate the agents’ velocities and a velocity feedback mechanism is implemented on the

leader to assure the formation tracks the reference signal. Numerical simulations were shown

to illustrate the theoretical results.
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6.1 Future Work

While this thesis has demonstrated how to control a formation of agents when one of them is
subjected to an external reference velocity, many opportunities for extending the scope of this

thesis remain. This section presents some of these directions.

Finding the relation of )/ (2*)~! to the graph

In Corollary 2 at Chapter 4 the steady state error was presented for a constant velocity reference,

Urer = v. The norm of error is bounded by a value that was related to the graph properties:

16l < || Y df;:;(AMma%)w))

We have been working on finding the missing graph interpretation of M (z*)~!, where

[o]] (6.1)

M (z*) is invertible since it is symmetric positive definite matrix.

One direction of research is to use the condition number of a matrix and analyze this.
Denote (M (z*)) as the condition number of a matrix M (z*), i.e. k(M (z*)) = %,
where A\, (M (x*)) is the smallest eigenvalue of M (z*) that is not zero. By definition,

(M (") = [ M (@) - || M @)~

and hence

- . (6.2)

1H Amaz (M (77)) 1
[ M ()| A (M (%)) A (M (%))

13 (=
In this direction, further investigation is needed in order to connect A, (M (z*)) to the

graph properties.

Multiple leaders

Some work has been done regarding formation maintenance with multiple leaders [43,53], but
there is a place for further improvements regarding the issue of formation tracking. In a case
that we have more than one leader we can no longer expect that the formation will track the
directions of the velocity references, but we hope the formation will reach its desired shape.
Figure 6.1(a) illustrates how two opposite agents (marked with green) are injected with a
reference velocity of the same magnitude, but with opposite directions (right and left). The
PI control law is implemented at the agents. The initial conditions are chosen such that the
formation is in its desired shape, meaning that the distances constraint are satisfied. The grey

dotted lines are the trajectories of the agents, and those appear in the figure as a solid lines
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due to repeated tracks. The dotted red lines represent the distances between the agents at time
t = 8 [sec| in order to emphasize the transition shape. In this scenario, the average steady
state velocity is zero, and results in a non-moving centroid. Further analysis of the centroid’s
dynamics is needed in order to foresee its behavior in different cases. Figure 6.1(b) shows that
the formation will converge to the desired formation shape, despite the transient occurrence
caused by the reference velocities. This fact should be proven for this case, and also for the
general case of multiple leaders.

04

0 10 20 30
Time (sec)

(a) The formation with both agents 2 and 4 as leaders. (b) The formation error norm, |||

Figure 6.1: The norm of the formation tracking error with an upper bound

Different control aproach

It would be interesting to extend and examine some different types of stabilizing controllers in
order to search for optimal control in the sense of rate of convergence, disturbance rejections
and performance.

For example, consider the classic second-order consensus protocol [35] of the form:

zit) ] (6.3)

This kind of system employs a Laplacian Based control to reach velocity consensus as well
as position consensus. We now apply the same technique to check if rigidity consensus may be

achieved by using similar techniques. Consider the system:

[ 4(t) ] _
0;(t)
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which can be written as:

0(t) = —R(2)" [R(z)a(t) —d] — R(z)" R(z)v(t)

From Figure 6.1 we can see that the system is stable and that the desired distances are

maintained, but mathematical proof is needed.

2

Figure 6.2: The formation with 4 agents - no external velocity.

In the first order system we saw that we can use linearization in order to proof the stability
of the error dynamics. In this direction, applying classical linear control methods such as Bode,
Nyquist, etc., on the formation control may reveal additional interesting properties.

Extending the control analysis of this work to include dynamic uncertainty in both the
agent’s system representation and the connection graph may lead to a better understanding and

intuition of these systems.
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TNV IN TPXYDITIV NYNN NIXP BN OITHNN OXPNINT DY NIV D2)IIDN NYNIN 12 1IN NIN
NPY PAOY OOV NIPAN SPIN ,NIIYNT TINXN MIPNN NDID NNMP IYND .T292 31510 MIANN DY
2ODPN NN NN DY MPNN

VUPINN DNNND NN NN IDMAPY NPON MTTNH DY DIINNONN NIPA YPIN 190N DMNINP 01D
YY1 02910 YT DY NITHI,TPNONN NNXNY NN NNINNN P2 ITANN NYRYNRY MDD NNV
NNDIN NN T NTIAY DY NNYRI 1IN .NIIYNY NPNXN MDD PN IWNRD NWRI 1TON NiPNI»T
INPN2.2IMANOY KW NPY KON NVIVYN NIV MIANN NNNY NPT VDY YT DY TPIPHT MM
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