~

[1"200nN TECHNION
219120 (19N u Israel Institute
TN of Technology

4 A

[1'1200 NIM90
The Technion Libraries

017" XIAI ['1NX "V D'D>NOoIN 'TIN'?77 1901 N'a
Irwin and Joan Jacobs Graduate School

\

©
All rights reserved to the author

This work, in whole or in part, may not be copied (in any media), printed,
translated, stored in a retrieval system, transmitted via the internet or
other electronic means, except for "fair use" of brief quotations for
academic instruction, criticism, or research purposes only.
Commercial use of this material is completely prohibited.

©
n/nann? nnme nrpTm 7

IX N7 112'N ,01702°X2 Y'ON7 ,UT'1 1AXNA [ONX7 ,01IN7 ,0'9TN7 ,('"NW7d N'TN1) 7'NYN7 |'X
IX N7 ,NXIN ,TIA'YZ NN0AY 112NN [N DIX7 D'WOZA "an win'w" oyn? ,11nn j77n 72
.07nNN2a 1IoX AT AN 71750 AN "Non wIN'Y 7NN



Negotiation Between Dynamical
Systems with Connectivity
Constraints

Yaniv Ben Shoushan



Aieiqiq jenuan JeyoeA|g ‘Abojouyoa| JO a1njiisu| |aels| - uoluyoa | G



Negotiation Between Dynamical
Systems with Connectivity
Constraints

Research Thesis

Submitted in partial fulfilment of the requirements for the degree of Master of
Science in Autonomous Systems and Robotics.

Yaniv Ben Shoushan

Submitted to the Senate of the Technion
Israel Institute of Technology.
Av, 5761 Haifa August 2016



Aieiqiq jenuan JeyoeA|g ‘Abojouyoa| JO a1njiisu| |aels| - uoluyoa | G



This research thesis was done under the supervision of Assistant Professor
Daniel Zelazo, from the Faculty of Aerospace Engineering.

I wish to thank my family, especially my wife and kids who stand by me at the
hard times. I love you all and I couldn’t have done it without you.

Secondly I wish to thank my advisor, Professor Daniel Zelazo for the guidance
and patience throughout my M.Sc, I leaned a lot.



Contents

1 Introduction 3
1.1 Thesis Contribution and Outline . . . . ... ... ........ 4

2 Mathematical Preliminaries 5
2.1 GraphTheory . . .. . ... . ... . ... ... 5

2.2 Convex Optimization . . . . . . . . . . . ... ... 6
2.2.1 Quadratic Programming . . . ... .. .. ... ..... 7

3 The Connectivity-Constrained Preference Agreement Problem 9
3.1 Preference Agreement with Terminal Constraints . . . . . . . . . 9
3.1.1 Numerical Example . ... ... ............. 12

3.2 Preference Agreement with Terminal and Connectivity Constraints 14
3.2.1 TheDual Problem . ... ... ... ........... 15

3.2.2 Numerical Example . ... ... ... .......... 17

4 Distributed and Finite-time Algorithms 19
4.1 Dual Decomposition Sub-Gradient Algorithm . . . . . . ... .. 19
4.1.1 Numerical Example . . ... ... ............ 24

4.2 A Finite-Time Distributed Algorithm . . . . . . .. ... ... .. 24
4.2.1 The SHPA Algorithm . . . . . .. ... ... ... .... 27

4.2.2 The Projected SHPA Algorithm . . . .. ... ... ... 35

5 Conclusions 44



List of Figures

2.1

3.1
3.2
33

3.4
3.5

4.1
4.2

43

4.4

4.5

4.6

4.7

4.8

4.9

Examples of undirected graphs. . . . . . . . . ... ... ... .. 6
A spanning treeon8nodes. . . . . . ... ..o 12
Optimal trajectories for the optimal control problem (3.3). . ... 13
Optimal trajectories for the optimal control problem (3.3) with

short 7. . . . Lo 13
Optimal trajectories for the optimal control problem (3.5). . . .. 18
The OCP with terminal and distance constraints (3.5) vs the OCP

with terminal constraints (3.3); aplotofz. . ... ... .. ... 18
The Sub-gradient (Algorithm 1); a plot of u(¢) and x(¢)!%?. . . 25
The Sub-gradient (Algorithm 1) satisfies the distance constraints;

aplotof [ETx(t)E), ... ... 26

The Sub-Gradient (Algorithm 1) absolute maximal distance as a
function of the number of iterations; a plot of max(|E7 x(t)Fumil|)

at different Kj;,,;: values. . . . . . . . . ... 26
The SHPA (Algorithm 2) agents trajectory; a plot of x(¢) when
00)=0,000)=C,u(0) =g « .o oo 29

The SHPA method (Algorithm 2) satisfies the distance constraints.
A plot of max(|E(G)"x(t)|) when the multipliers initialized by
the optimal value from the centralized method. . . . . .. .. .. 30
Agent trajectories x(t) generated by Algorithm 2 (solid line) when
the multipliers are initialized with 0. The dashed line are the opti-

mal trajectories of OCP (3.5). . . . . . . . ... ... ... .... 30
The distance constraint for Algorithm 2 when the multipliers are
initiated with zeroes. . . . . . . .. .. ... L. 31
The S; and Sy domain, the diagonal green and red lines are the
inequalities, the dashed black line represent the set €2. . . . . . . . 34

Demonstration of Theorem 3. . . . . . . . . . . . ... ... ... 36



4.10

4.11

4.12

4.13

4.14
4.15

4.16

A plot of the set €2 from Theorem 3. The dashed line is the set
S1 + Sy = 0 and the red circles are the endpoints of the line
segmentin §2. . . ... ...
The distance constraint is satisfied in the first time step, but vio-
lated afterwards. . . . . . . .. ..o Lo
Trajectories generated by the P-SHPA algorithm (solid) and the
optimal trajectories of OCP (3.5).. . . . . . . ... .. ... ...
The distance constraint is satisfied for the entire horizon using the
P-SHPA algorithm. . . . . ... ... .. ... ... .......
A plot of the multipliers generated by the P-SHPA algorithm.
Trajectories generated by the P-SHPA algorithm (solid) and the
optimal trajectories of OCP (3.5) when |[ET¢| < R1. . .. .. ..
The distance constraint is satisfied for the entire horizon using the
P-SHPA algorithm when |ET¢| < R1. . ... .. .. ... ...

37



List of Tables

1 Nomenclature . . . . . . . . . . . ..



List of Algorithms

1 Dual Sub-Gradient Method . . . . . . . ... ... .. ... ....
2 SHPA Algorithm . . . . . . ... ... ... ... ... .....
3 Projected SHPA Algorithm . . . . . . .. .. .. ... .. .....



Abstract

Multi-agent systems (MAS) have been an important area of study over the
past few years. In this work we consider a MAS where a team of agents must
coordinate to reach an agreement on their state in finite-time, while simultane-
ously attempting to minimize their own cost functions. Agents cooperate with
each other by means of communication, and thus an additional requirement is the
agents maintain their communication network during their trajectories - this leads
to a constraint on the distances between neighbouring agents. We propose a real
time sub-optimal solution for this agreement problem. The algorithm is based
on the well-known dual sub-gradient algorithm for solving distributed optimiza-
tion problems. To ensure the algorithm does not violate the distance connectiv-
ity constraints between neighbouring agents, we propose a modification to the
sub-gradient algorithm that projects the Lagrange multipliers associated with the
distance constraints onto a bounded set that ensures the distance between neigh-
bouring agents remains within the prescribed limits. The main contribution for
this work is an algorithm that solves the problem for the 2-agent case. We demon-
strate the result using numerical simulations.



Abbreviations and Notations

Parameter \ Size ,usage, Function

n € R The number of agents (constant)

T € R, The OCP horizon constant

zolr(ty) | € R™!, Agents initial position

to € R, Optimization start time

t € R, Optimization current time step

T =[xl 2L . 2l]T e Rl "All agents trajectory position

u u=[ul,ul, ... ul]" € RMT—%)x1 A]l agents control

T € R, Control weights of each agent

Qi € R ,State weight of each agent

& € R, Preference state of each agent

E(G) e R™ (=1 Incidence matrix of the graph

5 € R(=DT—)xT "Edges Lagrange multiplier - distance constraints

¢ e R=DT—0)xT "Edges Lagrange multiplier - distance constraints

Iz € R(~DxI Edges Lagrange multiplier - terminal constraints

E E = [E(G) @ [(7—ty)], € RT—0)xn=D{T=t) " Agents Incidence matrix of
the graph at each time throughout the horizon

ol v = E(G)u, € R Agents Lagrange multiplier - terminal constraints

A A = W4, e RMT—0)x1 " Agents Lagrange multiplier - distance constraints

B B =—W(, e RUT-W)x1 " Agents Lagrange multiplier - distance constraints

1y e RV*1 " All ones vector

0y e R¥*1 | All zeros vector

R> The non-negative numbers

R € R, The distance constraints radius

as, o, o, | € R, Edges Lagrange multiplier step size rule - distance/terminal constraints

QP The agents quadratic problem

Table 1: Nomenclature




Chapter 1

Introduction

A common goal of multi-agent systems is to reach an agreement on some global
objective through cooperation and coordination. One of the most studied prob-
lems in this venue is known as the consensus, or agreement protocol [1, 16—18].
While the agreement protocol has drawn much attention in the controls commu-
nity, its origins trace to problems in distributed computation and optimization
problems [21,22]. Recently, the optimization community have also employed
consensus-based strategies for problems in distributed optimization [31-36]. A
major distinction between the consensus protocol used in the controls community
and the optimization community is that in the former the agents often refer to
physical entities (i.e., robots), while in the later agents are processing nodes.

Despite these differences, there have been recent works that blend both the
control of physical systems with the solution of related optimization problems.
In [37], each agent negotiates a consensus value based on some cost function using
a distributed optimization algorithm before controlling the physical system to that
value. Dual decomposition is used in [38] for an optimal distributed controller
design. In [39], a dual decomposition method is used to dynamically determine
an optimal velocity for a team of self-interested agents.

Recently, the works in [3,40,43] considered a distributed optimization prob-
lem coupled to a physical control system. A team of self-interested agents are
tasked with achieving consensus on their state at a specified finite time. The self-
interest of each agent is modelled by a quadratic cost function penalizing its dis-
tance to a desired state and its control energy. The authors proposed a distributed
algorithm based on a dual decomposition sub-gradient approach, that negotiates
the consensus value in real-time. Each iteration of the algorithm corresponds to
the real passing of time, and at each step the agents must physically propagate



their state in a direction they believe to be optimal at that moment; this algorithm
was termed the shrinking horizon preference agreement (SHPA) algorithm. An
analysis of the resulting dynamic system, providing measures on the quality of
their generated trajectories as compared to a centralized computation of their so-
lution.

1.1 Thesis Contribution and Qutline

An underlying assumption in these previous works was that the information ex-
change network was static. In real-world applications, however, it is more com-
mon to assume networks that are state-dependent. In particular, the ability to
communicate between agents is dependent on the transmission radius of the ra-
dios, and thus the distance between agents [7, 12,41]. It is therefore of great
interest to impose connectivity constraints on the multi-agent system.

In this direction, we consider an extension to the works [3,40,43] where now
the communication network given at the initial time must be preserved through-
out the evolution of the system trajectory. We assume that connectivity between
neighbouring agents is a function of the distance between them. We propose a
modification to the SHPA algorithm proposed in [3] that will ensure neighbor-
ing agents do not lose connectivity with their initial neighbors. In this work, we
present the problem for a team of n agents, but provide an algorithmic solution for
the 2-agent case. As the algorithm is based on the dual-decomposition algorithm
in optimization, we propose a modification where the multiplier value updates
are projected onto a special set to ensure that the agents do not violate the con-
nectivity constraint. Throughout the work, numerical simulations are provided to
demonstrate the results.

The thesis is outlined as follows. In Chapter 2, we will briefly present the
mathematical tools used in this work. Chapter 3 will present the main problem we
aim to solve and demonstrate (by numerical simulations). Chapter 4 discuses dis-
tributed strategies for solving the problem at hand, including a real-time algorithm
for the 2-agent case. Chapter 5 provides a concluding remark on this work.



Chapter 2

Mathematical Preliminaries

This section will provide background information regarding the mathematical
methods which have been used in this research.

2.1 Graph Theory

A graph is a mathematical structure used to describe the relationships between
objects. A graph, denoted G = (V, ), is a pair consisting of a finite set of ver-
tices V = {vy,...,v,} and a set of edges £ = {e1,...,en} € V x V. An
undirected graph is a graph where the edges have no orientation, meaning the
edge from (v;,v;y) = (vk,vj). A spanning tree is a minimally connected and
undirected graph; thus, a spanning tree is a connected graph with || = n — 1.
The neighbourhood of a node v; is defined as N; := {v; € V : (v;,v;) € £}. The
complete undirected graph on n nodes, denoted K,,, is the graph where every node
is connected to every other node. For undirected graphs, we omit the arrows in
the pictorial representation of the graph. Examples of a spanning tree, cycle, and
complete graph are shown in Figure 2.1.

A useful matrix associated with a graph G is the n x m incidence matrix,
denoted E(G) [2] - when the underlying graph G is understood, we simply write
E. It is determined by the edges e; of G. The i column of E represents the edge
e; and has two non-zero entries: a +1 in row k£ and a —1 in row j, where ¢; is
the edge between vertex 7 and vertex k. This definition assumes that an arbitrary
orientation (assignment of direction) is given to the graph. Thus, by definition,
ET1 = 0, where 1 is the vector with a 1 in each component. For the remainder
of this thesis, all graphs are assumed to be connected and thus Ker(E7T) is one



On©

© ¢ P 0 o

(a) A spanning tree. (b) A cycle graph. (c) Complete graph K.

Figure 2.1: Examples of undirected graphs.

dimensional [13]. In this work we consider only undirected graphs.

2.2 Convex Optimization

Optimization in general deals with finding the best solution to a problem subject
to a set of constraints. Convex optimization problems are defined such that the
objective function is convex and the constraint functions are convex. A convex
function, f : R™ — R, satisfies the inequality,

floax + Bu) < af () + Bf(u),

forall z,u € R"and all o, € R, witha+ 3 =1,a > 0,5 > 0. A convex
optimization problem in standard form is expressed as,

p" = min fo(@)
s.t. filx)=0,i=1,....¢
hi(z) <0,j=1,...,m, 2.1)

where fo, f;, h; are all convex scalar-valued functions.

For optimization problems in the form (2.1), one can define Lagrange mul-
tipliers for each of the constraints, and the corresponding Lagrangian function
as,

14 m
Lz, A p) = folz,u) + D Nfilx) + > pih(x). 2.2)
i=1 j=1



From the Lagrangian, the dual function and corresponding dual problem can be
defined. The dual function is a function of the Lagrange multipliers, A and x, and
is obtained by minimizing the Lagrangian over the variable z,

g\, pu) = m%%n L(x, A\, ). (2.3)
T€ER™
The dual problem is the maximization problem

d"= max  g(\ pu), (2.4)

AeRf,ueRg

where R denotes the non-negative orthant. Furthermore due to the fact that the
primal problem is convex, the dual function is concave and bounded from above,
satisfying the inequality

d* <p’,
where equality is obtained when the primal problem is strictly convex and Slater’s
conditions hold (i.e., existence of a strictly feasible point) [15].

For convex optimization problems in the form (2.1), characterizations of the
optimal solution are given by the first-order necessary conditions, known as the
Karush-Kuhn-Tucker conditions (KKT) [15]. For primal and dual optimal values
Z, \, Ti, the KKT conditions can be stated as

fi(x) < 0,i=1,...,¢ (Primal Feasibility)
h;(z) = 0, j=1,..., m (Primal Feasibility)
A > 0,i=1,...,¢ (Dual Feasibility)
Nifi(@) = 0,i=1,...,¢ (Complementary Slackness)
V.L(ZNE) = 0.

2.2.1 Quadratic Programming

This work will make extensive use a special class of convex programs known as
the quadratic program (QP) [15]. The standard form of a quadratic program is
given as,

min 1z"Hx + Tz
Aeq = beg
Aleqx S bleq (25)



where x € R" is the optimization variable, /7 is a n X n positive-definite sym-
metric matrix, and ¢ € R" is a vector. Quadratic programs have linear equality
constraints specified by the matrices A., and b.,, and inequality constraints spec-
ified by the matrices A;., and by,.

An important feature of quadratic programs with only equality constraints is
that the QP admits an analytic solution. For equality constrained quadratic pro-
grams, the solution can be obtained from the following linear equation,

H AT z —c
eq el —
o v ] [5) L] @
where 7 is the optimal vector of the quadratic program, and ) is the corresponding
optimal Lagrange multiplier that comes from the Lagrangian function,

1
Lz, \) = §$THIL‘ + Tz + N (Aggr — bey)-

When the matrix in (2.6) is invertible, the solution can be expressed as

{

_ _ _ -1 _
= —H '+ H'AL (A H ' AT) ™ (bey + AcgH ')

_ 2.7
- (AequlAgz) ' (beq + Aequlc) &P

> sl



Chapter 3

The Connectivity-Constrained
Preference Agreement Problem

In this chapter, we formally introduce the preference agreement problem with
connectivity constraints. We will formulate the problem as an optimal control
problem, and present its solution from a centralized perspective. First, we will
review the preference agreement problem with only terminal constraints, and then
discuss how the connectivity constraints can be introduced. Numerical simula-
tions will be provided to show how the resulting trajectories behave.

3.1 Preference Agreement with Terminal Constraints

We consider a group of n agents that aim to minimize individual objective func-
tions while satisfying a terminal constraint where all agents must meet at an agreed
point in space in finite time - the “agreement” constraint. Each agent is modeled
as a simple discrete-time integrator,

where z(t) = [x1(t) -+ 2,(t)]T is the concatenated state vector for all n agents,
and u(t) = [ui(t) -+ u,(t)]? is the concatenated control. The self-interest of

every agent is modeled by a quadratic objective function,

Ji(to, T, s, u;) = (Z Gi(x;(t + 1) — &) 4+ rug(t )2> , (3.2)

t=t0



where ¢; is the preference state of agent 7, ¢; > 0 represents a state weight, and
r; > 0 represent the control weights. The terminal time constraint requires that
all agents are in agreement at the final time 7', meaning x4 (7)) = xo(T) = -+ =
2, (T). In this problem we assume that this final time is known by all agents and
is given a priori. Note that the agreement constraint can be expressed compactly
using the incidence matrix for the complete graph, E(K,), as

E(K,)"x(T) =0,

since this requires x; — x; = 0 for all possible agent pairs. Observe, however, that
the representation above includes redundant constraints - that is, the constraints
are linearly dependent. We can express the terminal time constraint equivalently
with a minimal number of equations as E7 (7)z(T) = 0, where T is any spanning
tree. In fact, this equivalent representation will become important in the sequel
when we consider connectivity constraints on the agents.

The optimal control problem (OCP) can now be stated as,

OCP(ty, T,x) : min Y Jilto, T, s, ;) (3.3)
R
st. x(t+1)=x(t) +u(t), z(ty) = o
E™(T)xz(T) = 0.

The OCP with terminal constraints can be transformed into a static quadratic
program. The complete state trajectory of each agent is denoted as x; = [z;(to +
1) - -+ 2;(T)]*, and the control of each agent is denoted as u; = [u;(to) - -+ u; (T —
1)]”. The complete trajectory and control of all agents can thus be combined into
the single vector, x = [z -+ zI]" and u = [ul --- uT]T. We can state the
dynamic constraint as the linear equation,

r; = L+ Br_sus, (3.4)
where Br_;, € RT—10)x(T—%) j5 defined as

1, i>
[BT_tO]i’j - { 0 O.w‘.7

Let z = [xT u”]” be a new vector which holds the state and controls of all the
agents for the entire horizon. Let

Q7 0 rilr 0

_ : _ . _(Q. 0
Q:v - ‘. ) Ru - . 9 H - ( 0 Ru )
0 anT 0 rnIT

10



and define f € RZ"(T10) g

—qi&1 4,

_ _ann :[I~T—t()
f= 0

0
The equality constraints can be defined as,

E(T)" ®@epr Om-1)x(r—to) € RO—D+n(T—to)x2n(T—to)

Ae
! _I(Tfto)n ]n & BT—to
Onfl

_xn(o)ﬂ(T*to)n
where €;,,, € R™, [e;.,]; = 1, if j = i, otherwise [e;,,,]; = 0. Note that the
first block-row of A., deals with the terminal constraints, and the 2nd block-row
deals with the dynamic constraints. The notation ® denotes the matrix Kronecker
product [42].
Using the above definitions, we can now express (3.3) as the quadratic pro-
gram,

1
min EzTHz + ff2
st Az = beg.

Now we can solve the OCP with terminal constraints defined in equation
(3.3) using an analytic solution as in (2.7), or using a numerical solver (such as
a quadprog in MATLAB). Here, we emphasize that the solution methods for
solving (3.3) are computed using a centralized approach. In this setting, we are
assuming that there is a centralized coordinator that has access to the parameters
of the entire team (i.e., the cost functions and initial conditions). This coordinator
then solves the OCP and provides to each agent its optimal open-loop control. It
is important to note that in this setting there is no explicit coordination between
agents. This solution, however, represents the optimal trajectories and will serve
as a benchmark for the distributed algorithms we will provide in the sequel. In the
following, we denote by X and u the optimal trajectory and control generated by
OCP.

11



3.1.1 Numerical Example

This section provides a simulation example for the OCP with the terminal con-
straints defined in (3.3). In this example, we consider n = 8 agents, and terminal
time of 7" = 30 seconds. While the choice of the spanning tree used to define the
terminal time constraint is arbitrary, we employ the graph in Figure 3.1. The agent
preferences, state and control weights, and initial conditions are given as,

(10 ] [ 7] [ —26 ] [ 0.4710
6 7 42 6.0231
1 4 48 —20.4554
|4 . 5 ¢ = -9 Lo | 78192
2 | 8 |’ -36 | "° —20.7754
8 5 -8 —25.1874
5 9 —45 —13.9426
2 ] | 4] | 16 | —0.2915 |

The optimal trajectories were found in MATLAB using the quadratic pro-
gramming formulation. Figure 3.2 shows the resulting trajectories. We can see
that each agent is pursuing its preference, while at the terminal time 7, all of the

agents reach a common meeting point (x(7") = —8.34071).
®—, ®

Figure 3.1: A spanning tree on 8 nodes.

In the next example, we used the same parameters as in the previous simula-
tion, but change the final agreement time to 7' = 3. Here we observe that in order
to satisfy the terminal agreement constraint the agents are not able to obtain the
minimum value of their individual objective functions (i.e., reach their preference
state).

12



The agents state , x(t) - With terminal constraints The agents control, u(t) - With terminal constraints

A

x(ty
uy

\_
w

[ 5 10 15 20 25 30 0 g 10 15 20 25

Time (t Time (t
(a) Trajectories of x for OCP. (b) Control u for OCP.

Figure 3.2: Optimal trajectories for the optimal control problem (3.3).

The agents state , x(t) - With terminal constraints The agents control, u(t) - With terminal constraints
50
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-40
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Time (t Time (t
(a) Trajectories of X for OCP with short 7. (b) Control u for OCP with short 7.

Figure 3.3: Optimal trajectories for the optimal control problem (3.3) with short
T.

At Figure 3.3a we can see that each agent is trying to reach its preference.
When comparing the Figures 3.2a and 3.3a, we can see that when the terminal
time is large enough the agents get to their preference value. While, in the case
of short terminal time the agents may not get to their preference. Hence, the
parameters we choose have a big influence on the trajectory.

13



3.2 Preference Agreement with Terminal and Con-
nectivity Constraints

We now propose the main problem we aim to examine in this work. We recall here
the primary motivation for this work is for a team of agents to simultaneously at-
tempt to minimize their individual cost functions while satisfying a terminal time
agreement constraint, along with a connectivity constraint between each other.
Before we proceed, we elaborate on this last point.

The solution to the OCP in (3.3) was found in a centralized manner. As dis-
cussed in the previous works [3], we would actually like to solve this problem
distributedly and in real-time. This will in fact require communication between
each agent. Thus, we assume that we have in place a fixed communication graph
defined by a spanning tree. This graph represents the network that agents are per-
mitted to communicate with each other in order to cooperatively solve the control
problem at hand. As seen in the simulations examples from Chapter 3.1, the op-
timal solution might cause agents to be too far away from each other to maintain
communication (i.e., if their distance exceeds the communication radius between
them). Thus, we impose an additional constraint on the optimization problem that
ensures the agents do not violate a prescribed distance constraint - this is what we
call the connectivity constraint for the network. This constraint in fact becomes
crucial when we examine distributed and real-time algorithms in Chapter 4. We
also recall now that the agreement constraint can be expressed using any spanning
tree - we therefore chose the same spanning tree that describes the connectivity to
also describe the agreement constraint.

In this direction, we are now ready to present the preference agreement prob-
lem with terminal and connectivity constraints. The associated optimal control
problem can be stated as

OCP(to, T, xo) : min > Jilto, T, i, ;) (3.5)
’ i=1
st x(t+1) =x(t) +u(t), x(ty) = xo
—R1 < ETz(t)<Rl,t=t,,...,T
ET2(T) =0,
Where R > 0 is the communication radius of each agent, and F is the incidence
matrix of a given and fixed spanning tree. Note that the notation x < y for vectors

x,y € R" means the inequality should be satisfied by each component of the
vector, i.e., x; < y; forie =1,... n.

14



As in Chapter 3.1, (3.5) can be expressed as a quadratic program with equal-
ity and inequality constraints. The QP representation has the same cost function
expression and equality constraints described in (3.3). The inequality constraints
can be expressed as:

A‘ _ ET ® IT—tO O(nfl)(T*tO) XTL(T*tO) E R2(TL—1)(T—tO) ><2’I”L(T—t0)
eq _ET X [T*to O(n_l)(T—to)Xn(T—tO)

bieg = Rlom—1)(1T—t0)-

Using the above definitions, we can now express (3.5) as the quadratic pro-
gram,

1
min §ZTHZ + ffz

s.t. Aegz = beg
Aieqz S bieq-

Now we can solve the OCP with terminal and distance constraints defined in
(3.5) using a solver (such as a quadprog in Matlab). Unlike the OCP with termi-
nal constraints, we can not use an analytical solution since the OCP with terminal
and distance constraints holds inequality constraints. As before, this problem is
solved centrally and is meant to serve as a performance benchmark for when we
provide distributed algorithms to solve this problem. In the following, we denote
by X and u the optimal trajectory and control generated by OCP.

3.2.1 The Dual Problem

We now examine the dual problem associated with (3.5). The dual formulation
will be required when we consider distributed solutions for (3.5), discussed in
Chapter 4. We define the partial Lagrangian function associated with (3.5) as

‘C(Xa u, 67 Ca /J“) = Z Ji(t(b Tv Ty, ul) + HTET(In X eT,T)TX +

;1(ETX - Rll) e (—ETX _ Rll) , (3.6)

Here, 1 is the Lagrange multiplier associated with the terminal constraint, and ¢
and ¢ are the Lagrange multipliers associated with the edges distance constraints.
The vector er 1 € R” has value 1 in the 7" position, and 0 elsewhere. The matrix

15



E=FE® Ip_;, € RMT—to)x(n=1)(T—%) jg an inflated version of the incidence ma-
trix. The dual function is obtained by minimizing the partial Lagrangian subject
to the dynamical constraints,

9(p;¢,0) = min L(x,u,9,(, ) (3.7)
st x(t+1) =a(t) +u(t), z(to) = wo. (3.8)

The dual problem is obtained by maximizing the dual function,

max  g(u,C,0). (3.9

(n—1)(T—tg)
SERY 0

Here, R, represents the non-negative orthant. The optimal solution of the primal
and dual problems are denoted by (X, u, i, 0, ). Since OCP(ty, T, z¢) is a convex
problem with linear constraints, we have strong duality which implies

9(fi, ¢, 0) = ZJi(tO,T,ﬂfi,Uz‘)- (3.10)
i—1

This work will be based on the understanding of how the OCP behaves once
the initial conditions are changed, and how that will affect the rest of the trajectory.
For a given initial time ¢ and initial condition x(t), we denote the optimal primal
and dual solutions associated with the OC P(t, T, z(t)) by

(zb2®) glte®) [te®) fte®) §ta®)) (3.11)
Thus, for example, Z(“-*()) denotes the optimal state trajectory beginning at time
t with initial condition z(¢). Using this notation we will state a principle of opti-
mality result for dynamic programming in the context of OCP to study the relation
between the optimal trajectories of different instances of OCP.

Lemma 1. (Principle of optimality) . The optimal trajectories generated by the
OCP(t,T,z) and OCP(t + 1,T,w) with w = z + u"? (t) satisfy

(20) (), 1) (1), 1) (1), () (), 64 (1)) =

(j(t+1,w) (7_)’ a(t+1,w) (7_)7 ﬂ(t+1,w) (7_)’ E(Hl,w) (7_)’ g(t+1,w)(7_)> r=t+1...T.

Proof. Concerning the primal solution, the initial condition for OCP(t+ 1, T, w)
corresponds to the point (%) (¢ 4- 1). The remaining statement is a direct ap-
plication of the principle of optimality for dynamic programming [5], and its
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uniqueness is due to the strict convexity of the problem statement. The state-
ment concerning the dual solution is a direct consequence of the first statement, in
particular, we have z(#)(T) = (1) (T') | A necessary condition for optimality
(the KKT conditions) is

0 —
0=—=CL ) = t(1') — En+ Eé — EC.
(T (x,1,0, ¢, p) Qz(T) — &) + B+ ¢
This system of n equations admits a unique solution since the incidence matrix £
is full column-rank (the communication graph is a tree). Similarly,

0— 8%@)5()(’ w,0,(p) = Q1) —&+ L, ®er) ES+

_([n X €t7T)TEC, t= to, N ,T - 1,

which also admits a unique solution.

3.2.2 Numerical Example

This section provides a simulation example for the OCP with the distance and
terminal constraints defined in (3.5). In this example, we consider n = 8 agents
and a terminal time of 7' = 30 seconds. The radius defined is R = 35 with
communication graph shown in Figure 3.1. For easy comparison we ran the OCP
with distance constraints with the same parameters and initial states as in the OCP
with terminal constraints numerical examples.

The optimal trajectories were found in MATLAB using the quadratic program-
ming formulation. Figures 3.4a and 3.5 shows the resulting trajectories. We can
see that each agent pursuing its preference, while at the terminal time 7, all of the
agents go to a common meeting point (x(7") = —8.34071). In Figure 3.5 we can
see that each agent is trying to pursue its preference value while they are satisfying
the distance constraint between adjacent agents for the entire trajectory.

As we can see in Figure 3.4b, there are 6 edges where the connectivity con-
straint is active. In this setting, each agent was not able to obtain the minimum of
its individual objective in order to ensure the feasibility of the constraints.

In Figure 3.5 we can see the different trajectories applied to the agents in the
case of terminal constraints alone (the solid lines) and compared to the optimal
trajectories of the agents in the case of terminal and connectivity constraints (the
dashed lines). We can see that in the case of terminal constraints, the agents are
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The agents control, u(t) The absolute distance: IE(g)T Xt

u(ty

0 5 10 15 20 25 30 0 5 10 15 20 25
Time (t) Time (t)

(a) Trajectories of u for OCP (3.5). (b) A plot of | ETx(t)| for OCP (3.5).

Figure 3.4: Optimal trajectories for the optimal control problem (3.5).

The agents state, x(t)- with & without distance constraints

Xty

e D

0 5 10 15 20
Time (t)

Figure 3.5: The OCP with terminal and distance constraints (3.5) vs the OCP with
terminal constraints (3.3); a plot of z.

moving towards their preference. In the case of the distance constraints, we see
that the agents trajectories are bounded according to the distance constraints.
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Chapter 4

Distributed and Finite-time
Algorithms

The previous chapter presented the preference agreement problem as an optimal
control problem. The optimal open-loop controls were then computed in a cen-
tralized manner by a centralized coordinator. The main goal of this work, how-
ever, is to develop a distributed and real-time solution to this problem. That is,
agents should communicate with each other to determine their optimal trajecto-
ries. Furthermore, we are assuming that the agreement time 7' is a hard deadline,
and therefore the agents are not able to wait for the optimal control to be com-
puted, but rather at each time step should already begin to move along a trajectory
it considers optimal at that time. Our solution approach is based on the shrinking
horizon preference agreement problem (SHPA) introduced in [3] which considers
a modification of the dual sub-gradient algorithm for distributedly solving prob-
lems of the form (3.3). In this section, we first review the dual decomposition
sub-gradient algorithm for distributedly solving (3.5), and then present the main
result of this work which is an extension to the SHPA algorithm in order to handle
the distance constraints imposed by the problem.

4.1 Dual Decomposition Sub-Gradient Algorithm

A decomposition method for solving (3.5) is an algorithm that attempts to divide
the main problem into smaller sub-problems that coordinate with each other to
solve the original problem. In this section, we review a dual decomposition sub-
gradient algorithm [5] for distributedly solving (3.5).
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As described in Chapter 3, the OCP (3.5) can be solved using centralized
methods. The challenge in finding a distributed solution that can be solved by each
agent is that the constraints couple neighboring agents together. Note however,
that the objective function is already in a separable form - that is,

J(to, T, x,u) ZJ to, T, x;, u;),

is the sum of each agent’s individual objective. The challenging part of OCP (3.5)
is the connectivity constraint and the terminal time agreement constraint which
couples agents together.

Observe that the Lagrangian function associated with (3.5) is also not separa-
ble,

£<X7 u,0,(, ,U) = Z Ji(t()a T, x, Uz) + MTET([n & €T,T)TX +

i=1
67 (ETX — R]l) + ¢ (-ETX — RIL) .
In particular, the multipliers p,d, ( are associated with the edges in the graph.

However, exploiting the properties of the incidence matrix, we define a new vari-
able that can be associated with the nodes in the graph. In particular, let

v = Ep
A= E§ . (4.1)
B = EC

This transformation is unique, since £ (and also E) has full column-rank.
Consequently, it is also possible to transform the node variables back to edges
with the following expression,

pw = (ETE)'ETy. (4.2)

Similar transformations can be used for  and (.
After this variable transformation, we can now write the partial Lagrangian in
a separable form,

L6, 6,¢p) = Y Li(wiu, A, Biyi) — RO+ Q)L (43)

=1

Li(iui, My Biyvi) = Jilto, T, wi, ) + %-e%Ta:i + (N — 8) " .
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The dual function is found by minimizing the Lagrangian subject to the dy-
namic constraints,

9(u,¢,0) = minL(x, 1,6, )
st.x(t+1) =x(t) + u(t), x(ts) = xo

= (minz Ei<x17uia Az’ﬁh%)) - R((S + C)T]l 4.4)
=1

Ty Ug *
7

Z;

s.t. [[ _BT—t0}|:u ]:]1331»0, 1=1,...,n.

%

Observe that

argmin £(x, u, 0, ¢, x) = arg min Z EN,(w,, Uiy Aiy Biy Vi) 4.5)
" =1

Ti,Ui <

since the constant term —R(§ + ¢)7'1 does not affect the minimization (it is con-
stant). Therefore, when deriving the sub-gradient algorithm, we may only con-
sider minimization over ", fi(xi, u;, \i, B, i), Which is separable across each
agent.

We are now prepared to describe the dual-decomposition sub-gradient algo-
rithm. At each iteration of the algorithm, each agent computes the dual function
for a fixed value of the multiplier. So for iteration £, agent i solves the problem

f£k+1] ﬂ£k+1] } = argmin Ei($i,ui,)\£k]»ﬁgk]>%’[k])
Ly
st. [ I —Br_y | [ u } = Lo

= arg min (Jl(to, T, X, ul) + ’yz-[k}e;Txi + ()\Ek] — 51[]6})71%1) (46)

T, Uj
Z;

s.t. [ I —DBp_y, } { ] = lz;;
U;
The minimization is only over the functions ENZ due to (4.5). Note that the min-
imization above is an equality constrained quadratic program. We refer to this
sub-problem solved by each agent as () P,. The notation Tgkﬂ} indicates the opti-
mal solution computed in the kth iteration.
The next step in the algorithm is to propagate the multipliers in the direction

of the positive gradient of the Lagrangian function with respect to each multiplier.
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Thus,

pt =M oMY L(x,u, 0, p)
e%:’ngk%»l]
— M4 a/[f] ET 3 =l 4 al[f] ETSFN(TY, (4.7)
eg,ngC +]

where we slightly abuse notation above. From the transformation in (4.1), the
multiplier update can be expressed equivalently for the nodes as

Eﬂ[kﬂ] _ 7[k+1] _ ’Y[k] —|—Oz£f]EET§[k+1](T)- (4.8)

Observe that EET is the graph Laplacian matrix [1], and the multiplier update can
be achieved distributedly by exchanging the values eT,Ting] to neighbours over
the network.

The multiplier update for ¢ and ( are similar, but because of the non-negativity
constraint we use a projected update,

S0 = max {6 + 0L (xm,6.¢. ), 0
—  max {5[;@} i O./([;k] (ETi[k—H] _ Rﬂ) ’0} (49)
C[k+1] — max{C[k] =+ CK[CMV(SE(X, u, 5aC7M)7O}

— max {g“ﬂ +al (—FTE[’”” _ RIL) ,0} (4.10)

For these updates, multiplication by £ does not immediately lead to a distributed
computation because of the projection operator. However, the update is still only
based on relative quantities between each agent and their neighbours, so a dis-
tributed implementation can still be possible (by, for example, having each agent
keep track of the edge multipliers for all edges it is incident to). After the edge
multiplier update, it can be converted to nodes using £,

Ak — E(S[Hl]’ 5[k+l] _ Ec[k+1]’

to be used in the next step of the algorithm. Observe that A*+! and ¥+ do not
need to be non-negative.
Note the choice of the step-sizes for the updates, aﬂ“ }, agd, a[ck] are also impor-

tant for the convergence of the algorithm. The choice of step-size is beyond the
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scope of this work, but can be chosen using standard rules [5]. For this work, we
assume constant step-sizes.

The entire dual-decomposition sub-gradient algorithm is summarized in Algo-
rithm 1. Note that this algorithm is an asymptotic algorithm, and with the correct
choice of step-size it converges to the optimal solution of (3.5),

lim (g[k]’ﬁ[k]’ A gl )\[k]) — (i(t07x0)7 gfozo) Eﬁ(to,mo)7ﬁé(tozwo)7Eg(toyxo))_

k—o0

Algorithm 1: Dual Sub-Gradient Method

Data: Initial conditions : z;(ty) = 2;(0), % = g, ¢1% = ¢y and 6% = &,
Parameters a5, ¢, oy, R,given.
begin
for & := 0 to co do
A = Bkl € R™
M = E¢lEl e RT
M = B§lFl ¢ ReT
for i :=1tondo
Each agent solves its own Q) P;

@ = arg min(J;(to, T', zi, u;) + o ey i + AW = BT ,)

S.t IZ'“:Z ]]-sz<0) + BT—toui

After solving the @ P;(t) the multipliers will be updated :
) = ¥+ 0, B(G)' (I © ef )R

§[k+1] = max (é[k] + Qg [ETK[’H_” — R]l(n—l)Ti| 70>
¢+ = max (4“[’“] + ¢ [—ETi[k“] - Rﬂ(nfl)T:| ,0)

As seen above, the sub-gradient method has significant advantages due to the
fact that it can run distributedly among the agents. Its disadvantage is that it is an
asymptotic algorithm. If we wish to use the the dual sub-gradient algorithm, we
need to run the algorithm infinity iterations to get the optimal trajectory of each
agent.

Here we also reinforce the relationship between distrubuted solution meth-
ods for problem (3.5) and the connectivity graph that defines the constraints of
the problem. The Algorithm 1 requires that agents exchange information with
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eachother. The connectivity and terminal time constraint are described using an
incidence matrix that comes from the communication network between agents. As
seen in the derivation of the algorithm, it is precisely this network that the agents
need to exchange information on the multiplier updates with eachother.

4.1.1 Numerical Example

This section provides a numerical simulation example demonstrating Algorithm
1. In this example, we consider n = 8 agents, a terminal time of 7" = 30 seconds,
oy, ¢, o = 1.2 and we run the algorithm for 60 iterations. The radius defined is
R = 35 with communication graph shown in Figure 3.1. The agent preferences,
state and control weights, and initial conditions are given as the previous simu-
lation of the OCPs (terminal and distance and terminal constraints) from Section
3.2.

In Figures 4.1a and 4.1c we can see the control and trajectories of the agents.
Notice that the agents tries to reach agreement at the surroundings of -8.3407 at the
terminal time 7" while maintaining the distance constraints throughout the entire
trajectory. Due to the fact that the sub-gradient algorithm is asymptotic, we didn’t
get the optimal result, (although the agents tried to reach an agreement) meaning
ETz(T) # 0 as seen in Figure 4.1b. We can see that there is a distance between
the agents at the terminal time. In this simulation, the algorithm was running for
60 iterations to obtain a good solution. As shown in Figure 4.3, as the number of
iterations in the algorithm are increased, we approach the optimal solution.

4.2 A Finite-Time Distributed Algorithm

As we explored the dual decomposition sub-gradient algorithm, we saw that it can
achieve good results. However, the algorithm must be run “off-line” before the
agents are released to do their tasks. If we want good accuracy for the trajectories,
we need to run the algorithm for potentially many iterations.

The primary goal of this thesis is to find an on-line finite-time algorithm for
solving (3.5). We also want to have the iteration step of the algorithm correspond
to real-time. So after each step in the algorithm, the agents should already propa-
gate their physical state forward in a direction they think is optimal. After 7" steps
the algorithm will terminate.

The algorithm we develop here is based on the shrinking horizon preference
agreement (SHPA) algorithm originally developed in [3]. In this section we present
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(b) The Sub-gradient (Algorithm 1) agents

trajectory at terminal time; a plot of zoom-

ing on x(7)[6%,
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(a) The Sub-gradient (Algorithm 1) agnets
trajectory ; a plot of x()[0%,

The agents control , u(t)
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(c) The Sub-gradient (Algorithm 1) agents
control; a plot of u(#)[.

Figure 4.1: The Sub-gradient (Algorithm 1); a plot of u(#)% and x(¢)!6%,
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The absolute distance: |E(g)T x(t)
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Figure 4.2: The Sub-gradient (Algorithm 1) satisfies the distance constraints; a
plot of | ETx(t)16%],
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Figure 4.3: The Sub-Gradient (Algorithm 1) absolute maximal distance as a func-
tion of the number of iterations; a plot of max(|E7x(t)Fumal|) at different Kjjps
values.
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a modification of the SHPA algorithm to incorporate the distance constraints of
(3.5). We solve this problem for the 2-agent case.

4.2.1 The SHPA Algorithm

In this subsection we will introduce the SHPA algorithm as described in [3], with
the addition of the distance constraints. The algorithm is stated in Algorithm 2.
The main differences between this algorithm and Algorithm 1 is it is a finite time
algorithm, and at each step of the algorithm, agent 7 solves a quadratic program
corresponding to an optimal control problem where the initial time changes - thus
motivating the term shrinking horizon. In this way, each agent has its physical
state, x;(t), and the multiplier values x(t),d(t), and ((t) at time ¢. Thus, the Q P,
is

[EEHI] ﬂEtH] ] =argmin J;(¢, T, z;, u;) + yi(t)el x; + (N(t) — Bi(t)) i (4.11)

Tg,Us

st. [ 1 —B, ] { ‘ ] = 1;(t);

we refer to this problem as @) P;(t) to emphasize that the problem parameters ex-
plicitly depend on the real-time ¢. The horizon is defined as 7, where 7 = T" — .
Note that at each iteration, the horizon effectively “shrinks” (the length of the
trajectory) and the initial condition (the physical state z;(¢)) corresponds to the
propagated state from the previous iteration. The solution of the Q) P;(t) is then
used to physically propagate that agent forward using the optimal control,
zi(t +1) = a,(t) + e a

and the multipliers are updated according to the sub-gradient as in the dual - de-
composition algorithm.

We now examine the performance of Algorithm 2 compared to the dual-decomposition
sub-gradient algorithm and the optimal solution of (3.5).

Theorem 2. Let Ti, 6, ( denote the optimal Lagrange multipliers associated with
(3.5). If Algorithm 2 is initialized with these multipliers, then the trajectories
generated by the algorithm are the optimal trajectories of (3.5).

Proof. According to Lemma 1, once we use the optimal initial conditions we will
cause our trajectory to act like the optimal solution. In our case, we are using the
optimal multipliers, which will cause the £(x,u,d,(, 1) to be optimal. Hence,
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Algorithm 2: SHPA Algorithm
Data: Initial conditions : x;(ty) = 0, (to) = 1o, ¢(to) = (o and
d(to) = 0o, Parameters a5, a¢, )y, R given.

begin
fort:=t,toT — 1do
T = T—t
A(t) = B(G)ult) €R"
Bt) = E((t) eR™
)

= E§(t) e R™

for: :=1tondo
Each agent solves its own Q P;(t)

(@; @) = arg min(J;(t, T, i, w;) + vi(t)eg i+ (\i(t) = Gi(t)) Tz
stai(k+1) =z(k) +w(k), k=t,... . T—1

After solving the Q) P;(t) the physical state of each agent is
propagated as

and the multipliers will be updated as

ol

pt+1) = pt) +a,BG) (I, @ erp)”
5(t + 1) = max <(5(Zf) + ag [ETf — Rﬂ(n—l)"r:| ,O)

C(t+1) = max (((t) +oag [—FTK - RIL(n_l)T} ,0)

the trajectory will be optimal as well. As mentioned in Lemma 1 : OCP(¢, T, 2)
and OCP(t +1,T,w) withw = z + a»?)(t) satisfy

(20 (), 1) (1), 1) (1), €2 (), 54 (1)) =

(2+H19(r), a0 (), g0 (1), (1) (1), 9 (7)) 7 = 41, T, O

We now demonstrate this algorithm with a numerical example. In this exam-
ple, we consider n = 8 agents, and a terminal time of 7" = 30 seconds. The
connectivity graph used is given in Figure 3.1, and the agent preferences, weights,
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and initial conditions are the same as those from Section 3.1.1. We chose R = 35
for the connectivity radius, and the step sizes are «,, a¢, as = 1.2. Figure

We first demonstrate the results of Theorem 2 by initializing the algorithm
with the optimal multiplier values associated with OCP (3.5). Figure 4.4 shows
the trajectory generated by the algorithm (solid line) against the optimal trajectory
computed using a centralized algorithm (dashed line) as in Section 3.2. Figure 4.5
shows that the distance constraints are not violated during the algorithm.

The agents state , x(t

x(ty

e

0 5 10 15 20 25
Time (t)

Figure 4.4: The SHPA (Algorithm 2) agents trajectory; a plot of x(¢) when 6(0) =
6,¢(0) = ¢, 1(0) = f.

We now compare this against the algorithm when initialized with O values
for the multipliers. Figure 4.6 shows the trajectory of each agent generated by
the algorithm (solid). The optimal trajectories of OCP (3.5) are shown in dashed
lines. Clearly we can see the generated trajectories are not the same. Furthermore,
Figure 4.7 shows that the distance constraints are violated by the algorithm.

We emphasize here that the simulation verifying the results of Theorem 2 re-
quire the optimal multiplier values from OCP (3.5). This, however, effectively
requires the optimal solution to the problem, and it is not assumed that this is
available. At the same time, when the algorithm is initialized with non-optimal
multiplier values, we can not expect that the constraints of the problem are sat-
isfied. This then motivates the study of initializing the multipliers to ensure that
the constraints are not violated. The next result shows that indeed, it is possible
to initialize the multipliers to ensure that the first step of the algorithm does not
violate the distance constraints.
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Figure 4.5: The SHPA method (Algorithm 2) satisfies the distance constraints. A
plot of max(|E(G)"x(t)|) when the multipliers initialized by the optimal value
from the centralized method.

The agents state , x(t

x(t

U (SO I S S a——
-

.....................

.....................

Time (t)
Figure 4.6: Agent trajectories x(t) generated by Algorithm 2 (solid line) when
the multipliers are initialized with 0. The dashed line are the optimal trajectories
of OCP (3.5).

Before presenting the result, we first express () P;(¢) shown in (4.11) in stan-
dard form,

1
min EZZTH,ZZ + fZTZZ
s.t. Aeqzi = bieq-
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The absolute distance: \E(g)T X(ty
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Figure 4.7: The distance constraint for Algorithm 2 when the multipliers are ini-
tiated with zeroes.

As before, z; represents the concatenated state and control variable for the horizon
from ¢ to T' for agent 7, and 7 = T'—t. The equality constraints represent the agent
dynamics, and can be expressed as

[[ _BTfto]Zi = ]1.1'1‘0.

The cost function parameters are

HZ - |:0 Rz N 0 TZ‘IT

—qi&ils + er Ai — B
e R

~
f1, f2,i

Theorem 3. Consider Algorithm 2 for n = 2 agents and assume that the initial
conditions x;(0) of each agent (i = 1,2) satisfies |ETz(0)| < R1. Then there
exists initial values for the multipliers \(0), 5(0) and ~(0) that guarantees that
Algorithm 2 generates trajectories that satisfy |ETx(1)| < R1.

Proof. In the first iteration of the SHPA algorithm, corresponding to ¢t = t5 = 0,
each agent solves the quadratic program as mentioned in (4.11).

After transferring the QP into standard form, we can solve the ) P;(0) analyt-
ically, due to the fact that it has equality constraints,

Zi=—H'f + Hi‘lAZ;(Aequ‘lA;)‘l(Aequ‘l fi + bicg)-
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The optimal control used to propagate the physical state at ¢ = 0 is efTﬂi =
el. +1,27%i» OF in expanded form as

61T,Tﬂi = \_egﬂzTHflfi+6%+1,2TH;1A£1(AeqHz‘ilAeTq)fl(AeqH;lfi + bz’eq)-

Vv
=0

To simplify the expression, define
G = €§+1,2THi_1AZq<A€qHz‘_lAZ:;)_l(Aequ_lfl,i + bicq)
o] = 6%+1,2TH1'_1AZ:1(Aequ_lAeTq)_lAequ_l>

1

leading to the expression

T — T
6177_’&1' =1 f27i -+ CZ

Note that by fixing ~;(0), the term C; is a known constant that can be computed
locally by agent i. It remains to then chose initial conditions for A;(0) and 3;(0)
(the terms inside fs ;).

The constraint that we wish to satisfy between the agents at ¢ = 0 can be
expressed as

—R < (21(0) + e ) — (22(0) + ef ,u2) < R

—R < 21(0) + Cy + vl fo1 — 22(0) — vl fo0 — Cy < R. (4.12)
By defining C; = z;(0) + C;, we obtain the following inequality,
—R+Co—C1 <ol fon =1 o € R+C—C (4.13)

Observe also that the multipliers, due to (4.1), must satisfy 17\ = 175 = 0,
leading to

17(for + fon) = O. (4.14)

The multipliers \; and [3; are vectors with values associated to each time in the
trajectory horizon. However, as we are concerned with ensuring that the first time
step does not violate the distance constraint, we will assume the form \; = A1
and 3; = (3,1 for the multipliers. This then allows us to determine a single scalar

value S; = \; — [3; to satisfy the desired condition rather then 7 values. The
required inequality then simplifies to

—R—f—éz—CNﬁSUIT{%}Sl—UgT[%}SQ < R+Cy,—Ch.

M1 M2
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Now we can define a set {2 containing all pairs (S, S7) that satisfy the inequal-
ities above,

(SuS) e S+s-0 o
—R+Cy — Cy < MiS1 — MySy, < R+ Cy — C)
(4.15)

Q:

Therefore, for any initial condition 7;(0) with f5; of the form

S;1
0
with (51,52) € € ensures that the distance constraint at ¢ = 1 is not violated.
Any )\; and j3; satisfying \; — 5; = S;1 can be used as the initial condition. ]

Theorem 3 characterizes the set of multipliers that ensure the constraint is sat-
isfied. For purposes of the algorithm, we must also propose a method for choosing
a particular value to use. Note that the set €) defines a line segment in R?, visu-
alized in Figure 4.8. It is possible, therefore, to simply calculate the endpoints of
the line segment to use as the initial condition for the multipliers. We denote these
points as (579" Skew) and (SEew, 529" (also labeled in Figure 4.8). These
points can be found by solving the linear equations

R R

1 1 S 0
M1 —M2 Sl o —R+él _ég
1 1 S n 0 ’

and we are free to chose either pair of points.
It now remains to chose \; and ;. We also chose a heuristic as follows,

-5, S1>0
B1 =4 Sy, S1 <0 (4.16)
0, oW
Ba = —pi. (4.17)
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Figure 4.8: The S; and S, domain, the diagonal green and red lines are the in-
equalities, the dashed black line represent the set (2.

Sl, Sl <0
AT— 0 5, 5 >0 (4.18)
0, oW
Aoy = — ;. (4.19)

Equations (4.16) , (4.17), (4.18) and (4.19) ensure that the edges multipliers
will be non-negative (due to the inequality constraints). Once we found the mul-
tipliers value, we can use the left-inverse of the incidence matrix to transfer the
multipliers from nodes to edges.

§ = (ETE)Y'ET(\A®1) (4.20)
¢ = (E"E)'ET(B)®1). 4.21)

To demonstrate the results of Theorem 3, we run a numerical example with
two agents. The parameters of the agents are given as

19 |5 ‘= 25 | —5.5628
"SI 5 ST =59 |07 | 1477 |
The radius is given as R = 35, T' = 50, and the multipliers step values as
oy, a¢, a5 = 1. The optimal trajectories of OCP (3.5) were found in MATLAB
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using the quadratic programming formulation. Figures 4.9a and 4.9b shows the re-
sulting trajectories generated by Algorithm 2 using the result of Theorem 3 (solid
line) compared with the optimal trajectories of OCP (3.5) (dashed lines). Observe
that the output generated by the SHPA algorithm does not satisfy the terminal time
constraint,
—16.74
oT) = {—17.72} ’

which is not optimal since the agents are not in agreement.

Based on Theorem 3, we chose the values S (0) = 59.1904, S5(0) = —59.1904,
which translate to 6(0) = 59.19041 and ((0) = 0.The set €2 is shown in Figure
4.10.

Figure 4.11 shows the distance between the two agents during the trajectory
generated by the algorithm. Notice that in the first time step, the distance con-
straint is indeed preserved, validating the results of Theorem 3. However, we
also observe that in the next step, this constraint still becomes violated. This then
motivates the modification to the algorithm. At each time-step we can perform a
similar projection of the multipliers to ensure the distance constraint is not vio-
lated - we term this new algorithm the projected SHPA algorithm. This result is
presented in the next section.

4.2.2 The Projected SHPA Algorithm

The SHPA algorithm in Algorithm 2 is based on the dual-decomposition sub-
gradient algorithm. The update of the multipliers corresponding to the distance
constraints had to be projected onto the non-negative orthant. In Theorem 3, we
saw that in the first step, we could determine a good set of multipliers by picking
values from a special set. The main idea of the Projected SHPA algorithm (P-
SHPA) is in the multiplier update phase, we project the multipliers difference onto
this special set at each iteration. The P-SHPA algorithm is given in Algorithm 3.

The algorithm works as follows. At each step of the algorithm, the set €2, as
described in Theorem 3, should be calculated. Note that now we explicitly express
this set as a function of time, since the parameters will change at each step of the
algorithm. We then project the current value of the multipliers \(¢) and [(t)
onto this set and use this value to solve each agent’s Q) P;(t) - the solution can be
obtained analytically using (2.7). The algorithm then transforms these multipliers
back to the edges, and performs the normal sub-gradient propagation procedure.

We now present a result showing that this algorithm indeed ensures that the
distance constraints are not violated.
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Figure 4.9: Demonstration of Theorem 3.
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Figure 4.10: A plot of the set {2 from Theorem 3. The dashed line is the set
S1 + S3 = 0 and the red circles are the endpoints of the line segment in €.

The P-SHPA Method,With multipliers calculation at to
Mauc(lET x(t)) =61.8957 at t=3 Final distance :0.006787
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Figure 4.11: The distance constraint is satisfied in the first time step, but violated
afterwards.

Theorem 4. Assume that the initial conditions of the agents satisfy |ETxz(to)| <
R. Then |ETz(t)| < R, Vt = ty...T — 1 when x(t) are the trajectories generated
by the P-SHPA algorithm for any initiated values of the multipliers.

Proof. After running and demonstrating Theorem 3, we saw that it is possible to
use the multipliers value to influence and control the distance between the agents
distance. At Theorem 3 we proved it for ¢t = ¢, but we can run the same procedure
each time step to calculate the control u;(¢) so the distance at ¢ = ¢ + 1 will not
diverge from the given radius.
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Algorithm 3: Projected SHPA Algorithm
Data: Initial conditions : x;(to) = x;(0), u(ty) = o, to = 0, (to) = (o and
d(to) = 0o, Parameters as, o, oy, R, T given.
begin
fort .=ty to 7T do
T=T—1
y(t) = E(G)u(t) € R, B(t) = E((t) € R, A(t) = Eé(t) € R
fori =1,2
C;g(t) = e£+1,2rH;Aé;(AequjAzT;)j(Aeq}{i_llfl,i + bieg) + (1)
v; (1) = 67+1,2TH¢ Aeq(Aequ Aeq) AeqH,
M@ = 0]
Q(t) = {(5117—, SQILT) c RQT’Sh SQ S R, Sl + SQ = 0,
~R+Cy — Cy < My()S) — My()Sy < R+ Cy — Cy}
Project A(t) — B(t) onto Q : Po(A(t) — B(t)) = (S11,,S5,1,)
Each agent solves its own Q P;(t),
[z w] = argmin (Ji(t, T, x5 u;) + vi(t)el .z + STz,
st zi(t + 1) = z5(t) + €] [T
If A\(t) — B(t) # Pa(A(t) — B(t)), determine \;(t), B;(t) using
heuristic in (4.17), (4.19) and calculate the edge multipliers
((t) = (E E)'E A(t).
5(t) = (E"E)""E" A1)
Propagate the multipliers:

pE+1) = plt) + 0, B(G) (T)
S(t+1) = max (5(75) + a [ETE—RIL(”,DT} ,o)

C(t+1) = max <C(t) +ag [—ETE - R]l(n,l)T} ,0)

]

This means that the P-SHPA algorithm will ensure that the distance constraints
are not violated. We now examine the performance of Algorithm 3 compared to
centralized solution, which is the optimal solution of (3.5). In this example we
consider the following parameters,
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i 9 _ |5 ¢ = 25 S —5.5628

10| 17 5| —59 | 0T | —14.5777 |-
The radius is given as R = 35, the final time 7" = 50, and the multipliers step
values , o, a¢, o5 = 1. As shown in Figures 4.12a , 4.12b and 4.13, the trajecto-
ries generated by Algorithm 3 do not violate the distance constraint. Furthermore,
for these parameters, the trajectories do a good job approximating the optimal so-
lution. Figure 4.14 plots the distance constraint multipliers and the terminal time
multiplier.

We now show a simulation example for two agents with preferences that are
less than the distance radius apart, that is |{; — &| < R. The parameters are given

as
_ 1 2 ¢ = 29 | 12126
T4 TR ST 40T 182983 |
The radius is defined as R = 35, terminal time as 7" = 50, and the multipliers step
values as oy, a¢, oy = 1. We can see in Figures 4.15a, 4.15b and 4.16, that for this
case the algorithm performs very well and does not lead to undesirable trajectories
that, for example, might cause the agents to deviate from their preference. As

expected, this algorithm is still sub-optimal and we can not expect that the terminal
time constraint will be satisfied.
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Figure 4.12: Trajectories generated by the P-SHPA algorithm (solid) and the op-
timal trajectories of OCP (3.5).
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The P-SHPA Method,with multipliers projection
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Figure 4.13: The distance constraint is satisfied for the entire horizon using the
P-SHPA algorithm.
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Figure 4.14: A plot of the multipliers generated by the P-SHPA algorithm.
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Figure 4.15: Trajectories generated by the P-SHPA algorithm (solid) and the op-
timal trajectories of OCP (3.5) when |ET¢| < RI.
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The P-SHPA Method,with multipliers projection
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Figure 4.16: The distance constraint is satisfied for the entire horizon using the
P-SHPA algorithm when |ET¢| < R1.
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Chapter 5

Conclusions

There is no doubt that the field of multi-agent system will be studied in more
depth in the coming years. This research can provide a steadier environment for
the study; due to the radius keeping constraint we can know with certainty that
no agent will disappear from the connectivity graph. Additionally, we know that
no agent will lose its communication with the adjacent agents. This important
property means that the connectivity graph staying the same throughout the tra-
jectory is primarily an assumption, but this research can cause it to happen. From
the manager of the multi-agent system point of view, it has significance. No lost
agents, no graph damage, means a stable multi-agents network. For example, if
we use a multi-agent system, with the connection topology of a star, every agent
is connected to the central agent. There may be a possibility that the central agent
will lose its connectivity to the rest of the group. This will have an immediate
impact on the rest of the agents. Most of the agents will probably not know what
to do once they become lost. In this specific case, if there is no reconnecting al-
gorithm to join the lost agents, they are lost. The primary achievement of this
research is that it will not harm the connectivity graph of the multi-agent system.
The secondary achievement is that it is all done on-line, distributed, at finite time,
meaning that every agent can work as an individual and still be connected to the
rest of the group.

Future work

This research was done and demonstrated by simulation on a two agents case;
it can be further investigated into a full swarm of n agents. When dealing with
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an agent’s trajectory, there are many parameters to test. One thing we can test is
the function of obstacle avoidance, meaning that each agent in its own trajectory
needs to have the ability to overcome obstacles it may encounter when pursuing
its objective while maintaining the defined distance and terminal constraints. This
is only one example, there are many more. When dealing with the agent’s dynam-
ics, we can try various types of dynamics. This work addresses linear dynamics:
simple integrator which can be expanded into non-linear dynamics or perhaps
mixed dynamics. The field of the multi-agent systems can be widely explored
with respect to every field. This specific work can be explored through the field of
dealing with n agents, meaning calculating all the multipliers boundaries (as done
for two agent case) and projecting the multipliers to the correct set so that there
will be no diversion in the distance between the connected agents.
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