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Applications:

▶ Formation flying
▶ Power grid
▶ Automated transportation networks...

▶ Fundamental problem: Output consensus
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multi-agent networks and consensus

Multi-agent networks: A group of SISO agents Σi interact over a graph G
with SISO edge controllers Πk:

Σi :

{
ẋi = fi(xi, ui)

yi = hi(xi, ui)
, i ∈ [1, n] Πk :

{
η̇k = ϕk(ηk, ζk)

µk = ψk(ηk, ζk)
, k ∈ [1,m]

Output consensus problem:
Design distributed Πks, such that

lim
t→∞

(yi(t)− yj(t)) = 0, ∀i, j

⇔ lim
t→∞

y(t) ∈ S

where S = span(1) denotes the
agreement space.
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graphs and linear consensus protocols

Graph Topologies Matter!

EG

∫

I

E⊤
G

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Undirected Networks
ẋ(t) = −EGE

⊤
G x(t)

y(t) = x(t)

Bo

∫

I

E⊤
D

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Directed Networks
ẋ(t) = −BoE

⊤
Dx(t)

y(t) = x(t)
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network systems and passivity

EG

Σ

Π

E⊤
G

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Undirected (Σ,Π,G)E

Bo

Σ

Π

E⊤
D

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Directed (Σ,Π,D)Bo

▶ Symmetric operator EGΠE
⊤
G

▶ Passivity Analysis ✓
Passive Π µ⊤(t)ζ(t) ≥ V̇ (η(t))

⇒ Passive EGΠE
⊤
G

g⊤(t)y(t) = µ⊤(t)E⊤
G y(t) = µ⊤(t)ζ(t)

◦ A decoupled analysis
◦ Convergence, stability

▶ Asymmetric operator BoΠE
⊤
D

▶ Passivity Analysis?

4



network systems and passivity

EG

Σ

Π

E⊤
G

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Undirected (Σ,Π,G)E

Bo

Σ

Π

E⊤
D

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Directed (Σ,Π,D)Bo

▶ Symmetric operator EGΠE
⊤
G

▶ Passivity Analysis ✓
Passive Π µ⊤(t)ζ(t) ≥ V̇ (η(t))

⇒ Passive EGΠE
⊤
G

g⊤(t)y(t) = µ⊤(t)E⊤
G y(t) = µ⊤(t)ζ(t)

◦ A decoupled analysis
◦ Convergence, stability

▶ Asymmetric operator BoΠE
⊤
D

▶ Passivity Analysis?

4



network systems and passivity

EG

Σ

Π

E⊤
G

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Undirected (Σ,Π,G)E

Bo

Σ

Π

E⊤
D

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Directed (Σ,Π,D)Bo

▶ Symmetric operator EGΠE
⊤
G

▶ Passivity Analysis ✓

Passive Π µ⊤(t)ζ(t) ≥ V̇ (η(t))

⇒ Passive EGΠE
⊤
G

g⊤(t)y(t) = µ⊤(t)E⊤
G y(t) = µ⊤(t)ζ(t)

◦ A decoupled analysis
◦ Convergence, stability

▶ Asymmetric operator BoΠE
⊤
D

▶ Passivity Analysis?

4



network systems and passivity

EG

Σ

Π

E⊤
G

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Undirected (Σ,Π,G)E

Bo

Σ

Π

E⊤
D

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Directed (Σ,Π,D)Bo

▶ Symmetric operator EGΠE
⊤
G

▶ Passivity Analysis ✓
Passive Π µ⊤(t)ζ(t) ≥ V̇ (η(t))

⇒ Passive EGΠE
⊤
G

g⊤(t)y(t) = µ⊤(t)E⊤
G y(t) = µ⊤(t)ζ(t)

◦ A decoupled analysis
◦ Convergence, stability

▶ Asymmetric operator BoΠE
⊤
D

▶ Passivity Analysis?

4



network systems and passivity

EG

Σ

Π

E⊤
G

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Undirected (Σ,Π,G)E

Bo

Σ

Π

E⊤
D

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Directed (Σ,Π,D)Bo

▶ Symmetric operator EGΠE
⊤
G

▶ Passivity Analysis ✓
Passive Π µ⊤(t)ζ(t) ≥ V̇ (η(t))

⇒ Passive EGΠE
⊤
G

g⊤(t)y(t) = µ⊤(t)E⊤
G y(t) = µ⊤(t)ζ(t)

◦ A decoupled analysis
◦ Convergence, stability

▶ Asymmetric operator BoΠE
⊤
D

▶ Passivity Analysis?

4



network systems and passivity

EG

Σ

Π

E⊤
G

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Undirected (Σ,Π,G)E

Bo

Σ

Π

E⊤
D

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Directed (Σ,Π,D)Bo

▶ Symmetric operator EGΠE
⊤
G

▶ Passivity Analysis ✓
Passive Π µ⊤(t)ζ(t) ≥ V̇ (η(t))

⇒ Passive EGΠE
⊤
G

g⊤(t)y(t) = µ⊤(t)E⊤
G y(t) = µ⊤(t)ζ(t)

◦ A decoupled analysis
◦ Convergence, stability

▶ Asymmetric operator BoΠE
⊤
D

▶ Passivity Analysis?

4



network systems and passivity

EG

Σ

Π

E⊤
G

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Undirected (Σ,Π,G)E

Bo

Σ

Π

E⊤
D

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Directed (Σ,Π,D)Bo

▶ Symmetric operator EGΠE
⊤
G

▶ Passivity Analysis ✓
Passive Π µ⊤(t)ζ(t) ≥ V̇ (η(t))

⇒ Passive EGΠE
⊤
G

g⊤(t)y(t) = µ⊤(t)E⊤
G y(t) = µ⊤(t)ζ(t)

◦ A decoupled analysis
◦ Convergence, stability

▶ Asymmetric operator BoΠE
⊤
D

▶ Passivity Analysis?

4



network systems and passivity

EG

Σ

Π

E⊤
G

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Undirected (Σ,Π,G)E

Bo

Σ

Π

E⊤
D

u(t) y(t)

ζ(t)µ(t)

g(t)
−

Directed (Σ,Π,D)Bo

▶ Symmetric operator EGΠE
⊤
G

▶ Passivity Analysis ✓
Passive Π µ⊤(t)ζ(t) ≥ V̇ (η(t))

⇒ Passive EGΠE
⊤
G

g⊤(t)y(t) = µ⊤(t)E⊤
G y(t) = µ⊤(t)ζ(t)

◦ A decoupled analysis
◦ Convergence, stability

▶ Asymmetric operator BoΠE
⊤
D

▶ Passivity Analysis?

4



contribution 1: passivity analysis for (Σ,Π,D)Bo

Bo

Σ

I

E⊤
D

w = 0 u y

ζµ

g
−

▶ General agents Σ, Linear controllers Π = I : µ = ζ

▶ Is the operator BoIE
⊤
D passive?

◦ Balanced D: Passive passive Σ→ passivity analysis ✓

◦ General D: Not Passive

▶ For general controller dynamics Π: the operator BoΠE
⊤
D may not be

passive.

[1] F.-Y. Yue and D. Zelazo, “A passivity analysis for nonlinear consensus on balanced digraphs,” ECC2025.
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contribution 1: a general approach for directed coupling

ED

Σ

Π

E⊤
D

E⊤
DBi

Π

u(t) y(t)

ζ(t)µ(t)

z(t)
−

ζ(t)µ(t)

w(t) +

(Σ,Π,D, w)
▶ Loop decomposition of (Σ,Π,D)Bo

: ED = Bo +Bi: equivalence
▶ First branch (y → z): EDΠE

⊤
D is passive, given passive Π.

▶ Second branch (y → w): external input with directed information

▶ (Σ,Π,D)Bo
⇔ (Σ,Π,D, w)

[1] F.-Y. Yue and D. Zelazo, “A passivity analysis for nonlinear consensus on balanced digraphs,” ECC2025. 6
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output consensus and convergence to a submanifold

ED

Σ

Π

E⊤
D

u(t) y(t)y(t)

ζ(t)µ(t)

z(t)
−

w(t) = Biµ(t) +

▶ Output consensus: lim
t→∞

y(t) ∈ span(1) = S submanifold!

▶ Converge to the agreement submanifold S: limt→∞ ProjS⊥(y(t)) = 0

▶ Connection to Passivity?

Passivity relations[1] (point-wise)

u(t)⊤ ProjS⊥(y(t)) ≥ l∥u(t)∥2 + e∥ProjS⊥(y(t))∥2

z(t)⊤ ProjS⊥(y(t)) ≥ l∥z(t)∥2 + e∥ProjS⊥(y(t))∥2

[1] J. M. Montenbruck, M. Arcak, and F. Allgöwer, “An input-output framework for submanifold stabilization,” IEEE TAC, 2017.
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contribution 2: passivity w.r.t. submanifold

Λ : ẋ(t) = f(x(t), u(t)), y(t) = h(x(t)), f : (Rn,Rp) → Rn, h : Rn → Rp

Recall Classical Passivity

▶ Storage Function V : Rn → R
(1) V (x) ≥ 0; (2) V (0) = 0

▶ Passivity indices ∃δ, ε ≥ 0

Passive: u⊤(t)y(t) ≥ V̇ (x(t)) + δ∥u(t)∥22 + ε∥y(t)∥22, ∀t
Passivity w.r.t. Submanifold S [1]:

▶ Constrained Storage Function Q : Rn → R
(1) Q(x) ≥ 0; (2) Q(x) = 0,∀h(x) ∈ S

▶ Passivity indices ∃δ, ε ≥ 0

S-Passive: u⊤(t) ProjS⊥(y(t)) ≥ Q̇(x(t)) + ε∥ProjS⊥(y(t))∥22 + δ∥u(t)∥22, ∀t

[1] F.-Y. Yue and D. Zelazo, “A passivity analysis for nonlinear consensus on digraphs.” (Submitted)
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[1] F.-Y. Yue and D. Zelazo, “A passivity analysis for nonlinear consensus on digraphs.” (Submitted) 8



contribution 3: a passivity-based analysis

ED

Σ

Π

E⊤
D

u(t) y(t)y(t)

ζ(t)µ(t)

z(t)
−

w(t) = Biµ(t) +

(Σo,Π,D, w)

Integrator-like agents:

Σo
i :

{
ẋi(t) = ui(t),

yi(t) = hi(xi(t)),
i ∈ [1, n]

Under what passivity conditions on Σ and Π does the output of the
system converge to the agreement submanifold S?
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contribution 3: a passivity-based analysis

Directed networks(Σo,Π,D, w)

Integrator-like agents Σo
i : ẋi(t) = ui(t), yi(t) = hi(xi(t)), i ∈ [1, n]

Conditions

1. his are continuously differentiable and monotone passive
2. his have bounded derivatives, i.e., ∂hi(x)

∂x ≤ m

Σo
i

u(t) y(t) Passivity of agents Σo
i

▶ uiyi ≥ V̇i(xi), Vi(xi) =
∫ xi

0
h(σ)dσ [1]



Σo
1

. . .
Σo

i

. . .
Σo

n


u(t) y(t)

S-Passivity of Σ
▶ Constrained Q(x) = 1

2h
⊤(x)(I− 1

|V|11⊤)h(x)

▶ M = max(1, |1−m|)
u⊤ ProjS⊥(y) ≥ Q̇(x)− M

2 ∥u∥22 − M
2 ∥ProjS⊥(y)∥22

[1] H.K. Khalil, ”Nonlinear systems (3rd ed)”, Upper Saddle River, NJ: Prentice hall, 2002.
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i : ẋi(t) = ui(t), yi(t) = hi(xi(t)), i ∈ [1, n]

Conditions

1. hi are continuously differentiable and monotone passive
2. hi have bounded derivatives, i.e., ∂hi(x)

∂x ≤ m

3. Controllers Πk are input-output passive

Πk

ζ(t) µ(t) Passivity of controllers Πk

▶ ζkµk ≥ Ẇk(ηk) + αkµ
2
k + γkζ

2
k , αk, γk > 0

▶ αkγk < 1/4, α = min(αk), γ = min(γk)

EDΠE
⊤
D

y(t) z(t) Passivity of EDΠE
⊤
D

▶ z⊤ Proj
S⊥ (y) ≥

p∑
k=1

Ẇk + α∥µ∥2
2 + γλ2∥Proj

S⊥ (y)∥2
2

▶ Passive (z,ProjS⊥(y))

11



contribution 3: a passivity-based analysis

Directed networks(Σo,Π,D, w)

Integrator-like agents Σo
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i : ẋi(t) = ui(t), yi(t) = hi(xi(t)), i ∈ [1, n]

Conditions

1. hi are continuously differentiable and monotone passive
2. hi have bounded derivatives, i.e., ∂hi(x)

∂x ≤ m

3. Controllers Πk are input-output passive

Πk

ζ(t) µ(t) Passivity of controllers Πk
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i : ẋi(t) = ui(t), yi(t) = hi(xi(t)), i ∈ [1, n]

Conditions

1. hi are continuously differentiable and monotone passive
2. hi have bounded derivatives, i.e., ∂hi(x)

∂x ≤ m

3. Controllers Πk are input-output passive

Πk

ζ(t) µ(t) Passivity of controllers Πk
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contribution 3: a passivity-based analysis

Directed networks(Σo,Π,D, w)

Integrator-like agents Σo
i : ẋi(t) = ui(t), yi(t) = hi(xi(t)), i ∈ [1, n]

Theorem

1. hi are continuously differentiable and monotone passive
2. hi have bounded derivatives, i.e., ∂hi(x)

∂x ≤ m, M = max(1, |1−m|)
3. Controllers Π: ζ⊤µ ≥

∑
Ẇk(ηk) + α∥µ∥22 + γ∥ζ∥22, αγ < 1

4

4. α ≥ max(Do)
M
2 and γλ2 > M

2

where max(Do) and λ2 denote the maximal out-degree and the algebraic
connectivity of graph D.

Then, the network (Σo,Π,D, w) achieves output consensus.
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case study: a heterogeneous network system

▶ Systems
Σo : ẋ(t) = u(t), y(t) = [x1(t), x2(t), tanh(x3(t)), tanh(x4(t)),

x5(t)
1+|x5(t)| ]

⊤

Π : µ(t) = 2ζ(t)

▶ Parameters
◦ Constrained storage function: Q(x) = 1

2
h⊤(x)(I − 1

|V|11⊤)h(x)

◦ Algebraic connectivity: λ2 = 3

◦ Maximal out-degree: max(Do) = 2

▶ A sufficient condition

1

2 3

4 5

Outputs of agents Evolution of Q(x(t)) 13
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concluding remarks

Contributions:

▶ A general approach that enables a passivity analysis for the network
systems with directed coupling.

▶ Constrained storage functions, Passivity w.r.t. submanifolds.
▶ A passivity-based analysis for integrator-like agents that interact over

digraphs.

Future work:

▶ complex dynamics, other passivity properties.
▶ A sufficient and necessary condition.
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