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Abstract
This article investigates the bearing-based formation control problem for
second-order multiagent systems (SMS) in the presence of the bounded
disturbances in their models. The main contributions of this article are listed
as follows: (1) We extend the bearing formation control to SMS. (2) We pro-
pose two novel robust distributed bearing formation control laws. In the first
control law, the bearing measurement in the global inertial frame is required.
This control law guarantees that the inter-agent bearings converge to the desired
bearings. The second control law requires obtaining the local bearing measure-
ments and relative orientation measurements. This control law guarantees that
the inter-agent bearings converge to the desired bearings and the orientation
of each agent converges to a common orientation. Some simulations are con-
ducted, and simulation results verify the effectiveness of the proposed control
laws.
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1 INTRODUCTION

Formation control for multiagent systems has attracted much attention in recent years since it can be widely applied
in many fields, such as robot formations,1-4 unmanned aerial vehicles,5,6 and spacecraft formation keeping.7,8 Many
approaches have been proposed for the formation control problem in the recent years. According to the measurements
available to the systems, these approaches can be classified into three categories:9,10 relative-position-based formation
control approach (RPFCA),1-8,11-14 distance-based formation control approach (DFCA),10,15-17 and relative-bearing-based
formation control approach (RBFCA).18-24

RPFCA and DFCA require measuring the relative position and distances between agents, respectively. However, it is
not always easy to meet these requirements, especially for the agents that cannot access an external localization system.25

Furthermore, in DFCA, the global stability cannot be guaranteed.26-28 This is in part due to the presence of so-called flip
ambiguities found in construction of rigid graphs, a tool commonly used in DFCA.9,16,29,30 RBFCA requires measuring
the relative bearings between agents. Compared with the relative position or distance measurements, the relative bearing
measurements are often more accessible and cheaper,31 and can be obtained by on-board camera32 or sensor arrays.33

In RBFCA, the bearing rigidity theory (BRT) has proven to be an important tool.18-24 Bearing rigidity provides a math-
ematically rigorous way to determine, for example, the uniqueness of a formation shape as parameterized by the set of
bearing measurements available in a multiagent system. In References 18,19,21, the results on the BRT focused on the
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frameworks in 2-D space. In References 22 and 23, the BRT was extended to arbitrary dimensions. Based on the BRT,34 pro-
posed a prescribed-time bearing-only formation control law for single-integrator multiagent systems. It should be pointed
out that most of the bearing-based results only focus on single-integrator, double-integrator or mobile robot systems.18-24

The existing results often do not take disturbances in the dynamics into consideration. In fact, in many real-world appli-
cations, the agents in the formation are often characterized by dynamics with bounded disturbances. It is necessary,
therefore, to study the bearing-based formation control problem for such systems. In Reference 9, an adaptive formation
control law for multiple robot systems with a global frame was considered. However, the results in Reference 9 requires
knowing the position of each agent and regression matrix of the system and cannot be applied straightforwardly to the
system without a global frame.

In practice, it is not easy for a multiagent system to obtain a global frame. Compared with the methods that require
to access a global frame, the methods without a global frame will have wider applications. In References 22 and 35, a
rotation-matrix-based bearing rigidity approach and a quaternion-based bearing rigidity approach are respectively pro-
posed for a single-integrator system without a global frame. However, the study on the bearing-based formation control
for second-order system without a global frame is still an open issue.

This article investigates the problem of bearing-based formation control for second-order multiagent systems in the
presence of bounded disturbances in their models. Two novel robust distributed bearing formation control laws are pro-
posed for SMS with and without a global frame. In the control law with a global frame, a virtual velocity is firstly designed
by using the relative bearing measurement in the global frame. When the velocities of agents track the virtual velocities,
the inter-agent bearings can converge to the desired bearings. Then, a fixed-time velocity-tracking control law is pro-
posed to track the virtual velocity. Under this control law, the inter-agent bearings converge to the desired bearings, and
the virtual velocity converges to zero. In the control law without a global frame, a virtual velocity and a virtual angular
velocity are designed by using the relative bearing measurement and relative orientation measurement in the local frame,
respectively. Then, a fixed-time velocity-tracking control law and a fixed-time angular-velocity-tracking control law are
proposed to track the virtual velocity and angular velocity, respectively. Under the control law without a global frame, the
inter-agent bearings converge to the desired bearings, and the orientation of each agent converges to a common orien-
tation. The system stability under the proposed two control laws are proven, and the simulation results also validate the
effectiveness of the proposed control laws. The contributions of this article can be summarized as follows:

(i) We extend the bearing formation control to the SMS in the presence of the bounded disturbances. Different from
the results in References 18,19,21-23,34, the proposed control schemes can deal with the problem of bearing-based
formation control for SMS in the presence of the bounded disturbances.

(ii) Two novel distributed bearing formation control laws are proposed for SMS with and without a global frame, respec-
tively. Compared with the methods in References 9,18-21,23,24 that require to access a global frame, the methods
without a global frame will have wider applications.

This article is organized as follows. Some basic preliminaries from multiagent dynamical systems and bearing rigidity
theory are provided in Section 2. The bearing formation control problems with and without a global inertial frame are
given in Sections 3 and 4, respectively, and some simulation examples are provided in Section 5. Finally, the conclusion
is discussed in Section 6.

Notations

The maximum and minimum eigenvalues of a matrix A are denoted by 𝜆max(A) and 𝜆min(A), respectively. The 2-norm of a
matrix A is denoted ‖A‖. The vector 1n is defined as 1n = [1, … , 1]T ∈ Rn×1. An identity matrix is denoted by In ∈ Rn×n.
The Kronecker product is denoted by ⊗. For two quaternions Q = [q0; qT] ∈ R4 and P = [p0; pT] ∈ R4, the quaternion
composition is defined as Q ⊙ P = [q0p0 − qTp; q0pT + p0qT + (q × p)T] ∈ R4. The matrix P(x) = In − xxT∕||x||2 ∈ Rn×n

is the orthogonal projector operator of the nonzero vector x ∈ Rn. The null space and range space of a matrix A are
denoted by Null(A) and Range(A), respectively. For a vector x = [x1, x2, … , xn]T ∈ Rn and v ∈ R, sigv(x) = [sign(x1)|x1|

v,
… , sign(xn)|xn|

v]T , where sign(xi) is the sign function.
A directed graph (digraph)  = ( , ) contains a set of vertices  = {1, … ,n} and a set of edges  ∈  ×  with

m = ||. The seti ≜ {j ∈  ∶ (i, j) ∈ } denotes the set of neighbors of the vertex i. A digraph is called strongly connected
if every vertex is reachable from every other vertex by a directed path. Let H = H ⊗ I3. The incidence matrix H ∈ Rm×n

is a {0,±1}-matrix with [H]ki = 1 if the vertex i is the head of edge k, [H]ki = −1 if the vertex i is the tail of edge k,
and [H]ki = 0 otherwise.
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2 PRELIMINARIES

We provide here some basic preliminaries from multiagent dynamical systems and BRT that will be needed for this work.

2.1 Dynamics of multiagent systems

In this article, we consider multiagent systems containing n agents, where each agent has 6 degree of freedom and the
state of an agent consists of its position and attitude. The motion dynamics of agent i is given as36

{
ẋi(t) = vi(t)
v̇i(t) = fi(t) + 𝚫mi(t)

, (1)

where xi(t) ∈ R3 is the position of agent i, vi(t) ∈ R3 is the velocity of agent i, fi(t) ∈ R3 is the control input, and𝚫mi(t) ∈ R3

is a bounded disturbance. The signals xi(t), vi(t), and fi(t) are expressed in a global inertial frame.
The attitude dynamics and kinematics of agent i is modeled as37

{
Q̇i(t) =

1
2

M(Qi(t))𝝎+i (t)
Ji𝝎̇i(t) = −𝝎×i (t)Ji𝝎i(t) + ui(t) + 𝚫ai(t)

, (2)

where Ji ∈ R3×3 denotes the inertia matrix of the agent i, 𝝎i(t) ∈ R3 represents the angular velocity of agent
i expressed in the body-fixed frame bi, 𝝎+i (t) =

[
0,𝝎T

i (t)
]T ∈ R4, ui(t) ∈ R3 denotes the control torque of agent

i expressed in the body-fixed frame bi, 𝚫ai(t) ∈ R3 is the disturbance torques, the unit-quaternion Qi(t) =
[
q0,i(t),qT

i (t)
]T =

[

cos 𝜃i(t)
2
, eT

i (t) sin 𝜃i(t)
2

]T
∈ R4 represents the orientation of the body-fixed frame bi with respect to

(w.r.t.) the global inertial frame I , 𝜃i(t) ∈ R and ei(t) ∈ R3 are the rotation angle and Euler axis of agent i, respectively,
and the matrix M(Qi(t)) is given by

M(Qi(t)) =

[
q0,i(t) −qT

i (t)
qi(t) q0,i(t)I3 + q×i (t)

]

. (3)

For x = [x1, x2, x3]T , x× ∈ R3×3 is defined as

x× =
⎡
⎢
⎢
⎢
⎣

0 −x3 x2

x3 0 −x1

− x2 x1 0

⎤
⎥
⎥
⎥
⎦

. (4)

For the sake of simplicity, the time (t) is omitted in the following parts of this article, that is, xi(t) = xi, vi(t) = vi,

fi(t) = fi,𝚫mi(t) = 𝚫mi,Qi(t) = Qi,𝝎i(t) = 𝝎i,ui(t) = ui, and 𝚫ai(t) = 𝚫ai.
For two unit-quaternions Qi and Qj, the error quaternion Qij is defined as35

Qij = Q−1
i ⊙ Qj = M

(
Q−1

i
)

Qj = N
(

Qj
)

Q−1
i , (5)

where Q−1
i =

[
q0,i; −qT

i

]
, and

N
(

Qj
)
=

[
q0,j −qT

j

qj q0,jI3 − q×j

]

. (6)

2.2 Bearing rigidity

A framework (x)with x = [xT
1 , … , xT

n ]T is an embedding of a graph into a metric space. The relative bearing of the agent
i, w.r.t., the agent j expressed in the global inertial frame I is defined as

bij =
xj − xi
‖
‖xj − xi‖‖

=
xij
‖
‖xij‖‖

∈ R
3
. (7)
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170 XU et al.

(A) (B) (C) (D)

F I G U R E 1 An illustration of infinitesimally bearing rigid. The frameworks in (A,B) are infinitesimally bearing rigid. The frameworks
in (C,D) are not infinitesimally bearing rigid. The red/solid arrows denote nontrivial IBMs that can preserve all the inter-neighbor bearings.

A bearing function is defined to map the configuration x to bearings between agents connected by edges in the
framework (x),

b(x) =
[
bT

1 , … ,bT
m
]T ∈ R

3m
, (8)

where bk (k = 1, 2, … ,m) is the bearing vector of the kth directed edge of (x) and m = || is the number of edges in the
framework (x). Then, the bearing rigidity matrix 𝚪(x) is defined as22

𝚪(x) ≜
𝜕b(x)
𝜕x

= diag

(
P
(

bij
)

‖
‖xij‖‖

)

(i,j)∈

(H⊗ I3) ∈ R
3m×3n

. (9)

Definition 1 (infinitesimal bearing motion (IBM)22). Define 𝛿x as a variation of the configuration x. Then,
a variation 𝛿x is called an infinitesimal bearing motion (IBM) of the framework (x) if 𝚪(x)𝛿x = 0. An IBM is
called trivial if it corresponds to a translation and a scaling of the entire framework.

Definition 2 (infinitesimal bearing rigidity (IBR),22 Definition 5). A framework (x) is infinitesimally
bearing rigid if all the IBMs are trivial.

To illustrate these definitions, some examples are given in Figure 1. The frameworks in Figure 1A,B are infinitesimally
bearing rigid because all the IBMs are trivial. The frameworks in Figure 1C,D are not infinitesimally bearing rigid because
there exist some nontrivial IBMs that can preserve all the inter-neighbor bearings.

2.3 Definition of fixed-time stability and some lemmas

The definition of fixed-time stability and some lemmas are introduced to facilitate the stability analysis of the system in
this section. Consider the following system

ẋ(t) = f (x(t)), x(t) ∈ R
d
, (10)

where f (x(t)) ∶ Rd → Rd is a continuous function with f (0) = 0.

Definition 3. The origin of system (10) is called fixed-time stable if it is globally asymptotically stable and any
solution x(t) of (10) reaches the origin in a fixed time, that is, limt→T x(t) = 0, ∀x(0) ∈ Rd, where the settling
time T is a positive constant.

Lemma 1 (38, Lemma 1). If there is a continuous function V(x(t)) ∶ Rd → R+ ∪ {0} satisfying (i)
V(x(t)) = 0 ⇔ x = 0 and (ii) dV(x(t))

dt
≤ −
(
𝛼V(x(t))p + 𝛽V(x(t))q

)v, where 𝛼, 𝛽, p, q and v are positive constants,
pv < 1, qv > 1, then the origin of the system (10) is globally fixed-time stable with a settling time

T ≤ 1
𝛼v(1 − pv)

+ 1
𝛽v(qv − 1)

. (11)

Lemma 2 (39, Lemmas 3.3 and 3.4). Let x1, x2, … , xn ≥ 0. If 0 < v ≤ 1,

n∑

i=1
xv

i ≥

( n∑

i=1
xi

)v

. (12)
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XU et al. 171

If v > 1,

n∑

i=1
xv

i ≥ n1−v

( n∑

i=1
xi

)v

. (13)

3 BEARING FORMATION CONTROL WITH A GLOBAL INERTIAL FRAME

This section studies the formation control problem where a global inertial frame is available to each agent, and each agent
can measure their own velocities and relative bearings w.r.t. their neighboring agents in a global inertial frame.

3.1 Bearing formation control law and stability analysis

Denote {b⋆ij }(i,j)∈ as the set of desired bearings between the agents. The following assumptions are now required.

Assumption 1. There exists a feasible configuration x⋆ that satisfies the fixed desired bearings {b⋆ij }(i,j)∈ ,
and the framework 

(
x⋆
)

is infinitesimal bearing rigid.

According to Theorem 6 in References 22, any IBR frameworks are unique. Thus, Assumption 1 guarantees that the
desired framework 

(
x⋆
)

is unique. If the desired framework 
(

x⋆
)

is not unique, no control approaches can guarantee
to achieve the desired framework 

(
x⋆
)
.24

Assumption 2. No agent collides with its neighbors, that is, ||xij|| ≥ dmin,∀i, j ∈ with dmin > 0 being a
constant.

Assumption 3. The disturbance𝚫mi and disturbance torque𝚫ai of each agent are bounded by known upper
bounds 𝜖1 and 𝜖2, respectively, that is, ||𝚫mi|| ≤ 𝜖1 and ||𝚫ai|| ≤ 𝜖2.

The control problem we aim to solve in this section is stated as follows:

Problem 1. Design control inputs fi for the agents described by (1) using the inter-agent bearing measure-
ments bij such that the inter-agent bearing bij converges to the desired bearing b⋆ij , that is, limt→∞ bij = b⋆ij ,
∀(i, j) ∈  .

The formation control law is designed as

⎧
⎪
⎨
⎪
⎩

fi = −𝛼1svi − 𝛼2sigr1 (svi) − 𝛼3sigr2 (svi) − 𝛼4sign(svi)
vvi = −𝛼5

∑

j∈i

P(bij)b⋆ij
, (14)

where svi = vi − vvi, vvi ∈ R3 is a virtual velocity, 𝛼k(k = 1, 2, 3, 4, 5), r1 < 1 and r2 > 1 are some positive constants, and b⋆ij
is the desired bearing of the agent i, w.r.t., the agent j expressed in the global inertial frame.

As is shown in Figure 2, the formation control is divided into two steps in this section. In the first step, the velocity vi
converges to the designed virtual velocity vvi in a fixed time under the control law (14). In the second step, the inter-agent
bearings converge to the desired bearings when the velocities vi track the virtual velocities vvi. Thus, the stability analysis
of the system is also divided into two steps. The first step proves that the velocity vi converges to the designed virtual
velocity vvi in a fixed time under the control law (14). The second step proves that the inter-agent bearings converge to
the desired bearings when the velocities vi track the virtual velocities vvi.

Note that the controller (14) is discontinuous at svi = 0. To address this problem, a Filippov solution is introduced.

Definition 4 (Filippov solution40). An absolutely continuous function 𝝓(t) defined on the interval [0, T] is
called a Filippov solution of ẋ = g(x) if for almost all t ∈ [0, T],

𝝓̇(t) ∈ (g(x)) ≜
⋂

𝜀>0

⋂

𝜇(N)=0
co{g(B(x, 𝜀) − N)}, 𝝓(0) = x0, (15)
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172 XU et al.

F I G U R E 2 The control process under the formation control law (14).

where B(x, 𝜀) = {y ∶ ||y − x|| ≤ 𝜀}, co{⋅} denotes the convex closure, 𝜇 is n dimensional Lebesgue measure,
and N is an arbitrary set in Rn.

Theorem 1. Consider a multiagent system described by (1). If Assumptions 1-3 hold, 𝛼4 ≥

max
i=1,… ,n

{|i|}
4𝛼5VM1

dmin
+ 𝜖1, and the initial velocities satisfy ||vi(0)|| ≤ VM1 with VM1 > 0 being a large constant, the

errors svi converges to the origin in a fixed time with a settling time T1 under the control law in (14), where T1 is
defined as

T1 =
2

𝜂1(1 − r1)
+ 2
𝜂2(r2 − 1)

, (16)

with 𝜂1 = 𝛼22
1+r1

2 and 𝜂2 = 𝛼32
1+r2

2 n
1−r2

2 .

Proof. See Appendix A. ▪

Remark 1. In Theorem 1, it is required that the control parameter 𝛼4 should satisfy the inequality 𝛼4 ≥

max
i=1,… ,n

{|i|}
4𝛼5VM1

dmin
+ 𝜖1. If the disturbance Δi is very large or even unbounded, it is difficult to guarantee this

inequality holds, since the parameter 𝛼4 should not be very large to avoid violent chattering of the control
input. Therefore, it is necessary to assume that the disturbance Δi is bounded by a constant 𝜖1.

In Theorem 1, we have proven that vi = vvi after the time T1 under the control law (14). Then, the motion dynamics in
(1) becomes ẋi = vvi after the time T1 under the control law (14). Next, we need to prove that limt→∞ bij(t) = b⋆ij , ∀(i, j) ∈ 
under the control law (14). The basic idea of the proof is to prove that the formation (x) converges to a desired formation
(x⋆) defined in Definition 5.

Definition 5 (desired formation). Denote (x⋆) as a desired formation such that it has the same bearings
with the desired bearings {b⋆ij }(i,j)∈ , that is,

(
x⋆j − x⋆i

)
∕||x⋆j − x⋆i || = b⋆ij , ∀(i, j) ∈  .

The scale l and centroid x of the formation are defined as

l =

√
√
√
√ 1

n

n∑

i=1
||xi − x||2, and x = 1

n

n∑

i=1
xi. (17)

Theorem 2. Given the multiagent systems described by (1), the errors xe = x − x⋆ converge asymptotically to
xe = 0 under the control law (14).

Proof. Choose the Lyapunov function as

Vxe =
1
2
||xe||

2
. (18)

The time derivative of Vxe is

V̇ xe =
(

x − x⋆
)T ẋ

=
(

x − x⋆
)T(vv + sv)

= −
(

x⋆
)Tvv + xT

e sv,

(19)

where vv =
[
vT

v1, … , vT
vn
]T , sv =

[
sT

v1, … , sT
vn
]T , and the property vv⊥span{x} Reference 22(Lemma 5) is

applied.
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XU et al. 173

The proof is divided into two phases: t ∈ [0,T1) and t ∈ [T1,∞), where T1 is defined in (16). In the
phase t ∈ [0,T1), we prove that xe is bounded. In the phase t ∈ [T1,∞), we prove that the errors xe converge
asymptotically to the origin.

Phase t ∈ [0,T1): Substituting vvi in (14) into V̇ xe yields

V̇ xe = −𝛼5
(

x⋆
)TH

T
diag(P(bk))b⋆ + xT

e sv

= −𝛼5
(

e⋆
)Tdiag(P(bk))b⋆ + xT

e sv

= −𝛼5

m∑

k=1

(
e⋆k
)TP(bk)b⋆k + xT

e sv

= −𝛼5

m∑

k=1
||e⋆k ||

(
b⋆k
)TP(bk)b⋆k + xT

e sv, (20)

where H = H ⊗ I3, b⋆ =
[(

b⋆1
)T
, … ,

(
b⋆m
)T
]T

, e⋆ =
[(

e⋆1
)T
, … ,

(
e⋆m
)T
]T

, e⋆k = x⋆j − x⋆i , ∀k ∈ {1, … ,m},

e⋆ = Hx⋆.
According to Theorem 1, it follows that ||sv(t)|| ≤ ||sv(0)||. Then,

||vi|| = ||svi + vvi|| ≤ ||svi|| + ||vvi|| ≤ ||svi(0)|| + n𝛼5, (21)

||xi(t)|| =
‖
‖
‖
‖
‖

xi(0) +
∫

t

0
vidz
‖
‖
‖
‖
‖

≤ ||xi(0)|| +
∫

T1

0
||vi||dz

≤ ||xi(0)|| + T1(||svi(0)|| + n𝛼5), (22)

||ek|| = ||xi − xj|| ≤ ||xi|| + ||xj|| ≤
√

2||x(0)|| +
√

2T1||sv(0)|| + 2T1n𝛼5. (23)

According to References 22(Lemma 8), it follows that
(

b⋆k
)TP(bk)b⋆k = bT

k P
(

b⋆k
)

bk. Then, (20) becomes

V̇ xe = −𝛼5

m∑

k=1
||e⋆k ||b

T
k P
(

b⋆k
)

bk + xT
e sv = −𝛼5

m∑

k=1

||e⋆k ||
||ek||2

eT
k P
(

b⋆k
)

ek + xT
e sv

≤ −
𝛼5 mink=1,… ,m ||e⋆k ||

(
√

2||x(0)|| +
√

2T1||sv(0)|| + 2T1n𝛼5)2
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝜇1

m∑

k=1
eT

k P
(

b⋆k
)

ek + xT
e sv

= −𝜇1eTdiag
(

P
(

b⋆k
))

e + xT
e sv = −𝜇1xTH

T
diag
(

P
(

b⋆k
))

Hx + xT
e sv

= −𝜇1xT
e H

T
diag
(

P
(

b⋆k
))

Hxe + xT
e sv (due to diag

(
P
(

b⋆k
))

Hx⋆ = 0)

= −𝜇1xT
e H

T
diag
(

P
(

b⋆k
))

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝚪
T
(x⋆)

diag
(

P
(

b⋆k
))

H
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

𝚪(x⋆)

xe + xT
e sv, (24)

where e =
[
eT

1 , … , eT
m
]T , ek = xj − xi, e = Hx. The matrix 𝚪

(
x⋆
)

has the same null space and rank with
the bearing rigidity matrix 𝚪

(
x⋆
)

defined in (9). According to References 22(Theorem 4), it follows that
Null

(
𝚪
(

x⋆
))
= span

(
1⊗ I3, x⋆

)
and rank

(
𝚪
(

x⋆
))
= 3n − 4 under Assumption 1. Thus, the smallest 4 eigen-

values of the matrix 𝚪
T(

x⋆
)
𝚪
(

x⋆
)

are 0. Then, it follows from (24) that

V̇ xe ≤ −2𝜇1𝜆5Vxe + xT
e sv

≤ −2𝜇1𝜆5Vxe +
𝜇1𝜆5

2
||xe||

2 + 1
2𝜇1𝜆5

||sv||
2

= −𝜇1𝜆5Vxe +
1

2𝜇1𝜆5
||sv||

2
, (25)
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174 XU et al.

where 𝜆5 is the minimum positive eigenvalue of 𝚪
T(

x⋆
)
𝚪
(

x⋆
)
. It follows from Theorem 1 that ||sv(t)|| ≤

||sv(0)||. Then, (25) yields

V̇ xe ≤ −𝜇1𝜆5Vxe +
1

2𝜇1𝜆5
||sv(0)||2. (26)

If Vxe >
1

2(𝜇1𝜆5)2
||sv(0)||2, that is, ||xe|| >

1
𝜇1𝜆5
||sv(0)|| ≜ 𝛿xe , it follows from (26) that V̇ xe < 0 holds and xe

converges to the region
{

xe||||xe|| ≤ 𝛿xe

}
. If Vxe ≤

1
2(𝜇1𝜆5)2

||sv(0)||2, it is obvious that xe stays in the region
{

xe||||xe|| ≤ 𝛿xe

}
. Thus, xe is bounded during t ∈ [0,T1).

Phase t ∈ [T1,∞): According to Theorem 1, svi = 0 after the time T1. Then, following the similar proof of
the phase t ∈ [0,T1), it follows

V̇ xe ≤ −2𝜇1𝜆5Vxe . (27)

Therefore, the errors xe converge asymptotically to the origin when t ∈ [T1,∞). ▪

3.2 Collision avoidance

Theorem 1 is dependent on the assumption that no agent collides with its neighbors (Assumption 2). If two agents col-
lide, the stability result may be invalid. However, the control law (14) cannot guarantee that no agent collides with its
neighbors along trajectories. In this section, a sufficient condition is provided to guarantee that each agent maintains
a minimum distance with its neighbors. That is, agents satisfying these conditions will satisfy Assumption 2 along the
system trajectories.

Theorem 3. Under Assumption 1 and the formation control law (14), if the initial states xe(0) and sv(0) satisfy

||xe(0)|| <
1
√

n

(

min
i,j∈
||x⋆i − x⋆j || − dmin

)

, (28)

and

||sv(0)|| <
𝜇1𝜆5
√

n

(

min
i,j∈
||x⋆i − x⋆j || − dmin

)

, (29)

where 𝜇1 is defined in (24), 𝜆5 is the minimum positive eigenvalue of 𝚪
T(

x⋆
)
𝚪
(

x⋆
)
, 𝚪
(

x⋆
)
, and T1 are defined

in (24) and (16), respectively, then it can be guaranteed that

||xi(t) − xj(t)|| > dmin > 0, ∀i, j ∈  , ∀t ≥ 0.

Proof. For any i, j ∈  and t ≥ 0, we have

||xi(t) − xj(t)|| = ||[xi(t) − x⋆i ] − [xj(t) − x⋆j ] + [x
⋆

i − x⋆j ]||

≥ ||x⋆i − x⋆j || − ||xi(t) − x⋆i || − ||xj(t) − x⋆j ||

≥ ||x⋆i − x⋆j || −
n∑

i=1
||xi(t) − x⋆i ||

≥ ||x⋆i − x⋆j || −
√

n||x(t) − x⋆||

= ||x⋆i − x⋆j || −
√

n||xe(t)||. (30)

Denote 𝛿xe =
1

𝜇1𝜆5
||sv(0)||. The proof is divided into two cases: ||xe|| > 𝛿xe and ||xe|| ≤ 𝛿xe . If ||xe(0)|| > 𝛿xe , it

follows from the proof of Theorem 2 that ||xe(0)|| ≥ ||xe(t)||. Then, (30) yields

||xi(t) − xj(t)|| ≥ ||x⋆i − x⋆j || −
√

n||xe(0)|| > dmin. (31)
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XU et al. 175

Then, we have

𝛿xe < ||xe(0)|| <
1
√

n

(

min
i,j∈
||x⋆i − x⋆j || − dmin

)

. (32)

If ||xe(0)|| ≤ 𝛿xe , it follows from the proof of Theorem 2 that ||xe(t)|| ≤ 𝛿xe . Then, (30) yields

||xi(t) − xj(t)|| ≥ ||x⋆i − x⋆j || −
√

n𝛿xe > dmin. (33)

Then, we have

||xe(0)|| ≤ 𝛿xe <
1
√

n

(

min
i,j∈
||x⋆i − x⋆j || − dmin

)

. (34)

Therefore, it can be obtained from the above analysis that if

||xe(0)|| <
1
√

n

(

min
i,j∈
||x⋆i − x⋆j || − dmin

)

, (35)

and

||sv(0)|| <
𝜇1𝜆5
√

n

(

min
i,j∈
||x⋆i − x⋆j || − dmin

)

. (36)

▪

The formation control law (14) solves the formation control problem where a global inertial frame is available to each
agent. However, it is not easy for a multiagent system to obtain a global frame. Thus, it is necessary to study the formation
control problem without a global inertial frame.

4 BEARING FORMATION CONTROL WITHOUT A GLOBAL INERTIAL
FRAME

This section studies the formation control problem where the agents cannot access the global inertial frame, that is, the
relative bearings and orientations can be measured only in the body-fixed frames of the agents.

4.1 Bearing formation control law

Denote vb
i = R(Qi)vi, f b

i = R(Qi)fi, and 𝚫b
mi = R(Qi)𝚫mi as the velocity, control input and the disturbance of the agent i

expressed in the body-fixed framebi, where R(Qi) =
(

q2
0,i − qT

i qi

)

I3 + 2qiqT
i − 2q0,iq×i ∈ R3×3 is the rotation matrix from

the global inertial frame to the body-fixed frame bi. Then, the dynamics in (1) can be rewritten as
{

ẋi = RT(Qi)vb
i

v̇b
i = f b

i + 𝚫
b
mi + R(Qi)𝝎×i RT(Qi)vb

i

. (37)

The relative bearing bb
ij expressed in the body-fixed frame bi is defined as

bb
ij = R(Qi)bij. (38)

In this section, the control problem is stated as follows:

Problem 2. Design control inputs f b
i and ui for the agents described by (2) and (37) using the inter-agent

bearing measurements bb
ij and the inter-agent orientation measurements Qij such that

(i) the inter-agent bearings bb
ij converge to the desired bearing bb⋆

ij , that is, limt→∞ bb
ij = bb⋆

ij , ∀(i, j) ∈  .
(ii) the orientation of each agent converges to a common orientation, that is, limt→∞ Qij = [1, 0, 0, 0]T ,

∀(i, j) ∈  .
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176 XU et al.

In this section, it is required to align the orientations of all the agents. When the orientations of all the agents are
aligned, the aligned local frames can be viewed as a global frame. In this global frame, the formation control problem
without a global frame can be transformed into the formation control problem with a global frame.

The following auxiliary variables are defined as

sb
vi = vb

i − vb
vi, (39)

and
s𝜔i = 𝝎i − 𝝎vi, (40)

where vb
vi ∈ R3 is a virtual velocity and 𝝎vi ∈ R3 denotes a virtual angular velocity.

Then, the formation control law is proposed as

⎧
⎪
⎨
⎪
⎩

f b
i = −𝛽1sb

vi − 𝛽2sigr3
(

sb
vi

)
− 𝛽3sigr4

(
sb

vi

)
− 𝛽4sign

(
sb

vi

)

vb
vi = −𝛽5

∑

j∈i

P(bb
ij)
[
I3 + R(Qij)

]
bb⋆

ij
, (41a)

⎧
⎪
⎨
⎪
⎩

ui = 𝝎×i Ji𝝎i − 𝛾1s𝜔i − 𝛾2sigr3 (s𝜔i) − 𝛾3sigr4 (s𝜔i) − 𝛾4sign(s𝜔i)

𝝎vi = 𝛾5
∑

j∈i

[
ET(Qij)qij − R(Qij)ET(Qji)qji

] , (41b)

where 𝛽k, 𝛾k, k = 1, 2, 3, 4, 5, r3 < 1, and r4 > 1 are some positive constants, bb⋆
ij is the desired bearing expressed in the

body-fixed frame bi, E(Qij) = q0,ijI3 + q×ij , and Qij = [q0,ij,qT
ij ]

T .
Figure 3 shows the control process under the formation control law (41). In this section, the formation control is

divided into three steps. In the first step, the velocity vb
i and the angular velocity 𝝎i converge respectively to the designed

virtual velocity vb
vi and angular velocity 𝝎vi in a fixed time under the control law (41). In the second step, the orientations

of all agents converge to a common orientation under the control law (41b). In the third step, the inter-agent bearings bb
ij

converges to the desired bearings bb⋆
ij under the control law (41). Thus, the stability analysis of the system is also divided

into these three steps.

Theorem 4. Consider a multiagent system described by (2) and (37). If Assumptions 1 and 2 hold, 𝛽4 ≥

𝛽5 max
i=1,… ,n

{|i|}
(

8VM2
dmin

+ VM2 + 7VM3

)

+ VM2VM3 + 𝜖1, 𝛾4 ≥ 10𝛾5VM3 max
i=1,… ,n

{|i|} + 𝜖2, and the initial values

satisfy ||vb
i (0)|| ≤ VM2 and ||𝝎i(0)|| ≤ VM3 with VM2 and VM3 being positive constants, the errors sb

vi and s𝜔i con-
verge to the origin in a fixed time with a settling time T2 under the control law in (41), where T2 is defined
as

T2 =
2

𝜂3(1 − r3)
+ 2
𝜂4(r4 − 1)

, (42)

with 𝜂3 and 𝜂4 being some positive constants.

Proof. See Appendix B. ▪

Theorem 5. If the interconnection graph is strongly connected and fixed, the attitude control law (41b) can
guarantee attitude consensus, that is, limt→∞ qij = 0, ∀i, j ∈ .

Proof. See Appendix C ▪

F I G U R E 3 The control process under the formation control law (41).
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XU et al. 177

In Theorem 4, we have proven that vb
i = vb

vi after the time T2. Then, the motion dynamics in (37) becomes
ẋi = RT(Qi)vb

vi after the time T2. Next, we need to prove that limt→∞ bb
ij = bb⋆

ij , ∀(i, j) ∈  under the formation control law
(41). The basic idea of the proof is to prove that the formation (x(t)) converges to a desired formation (x⋆).

From (41a), we have

RT(Qi)vb
vi = −𝛽5

∑

j∈i

RT(Qi)P
(

bb
ij
)

R(Qi)
[
RT(Qi) + RT(Qj

)]
bb⋆

ij

= −𝛽5
∑

j∈i

P(bij)
[
RT(Qi) + RT(Qj

)]
bb⋆

ij

= −2𝛽5
∑

j∈i

P(bij)RT(Qi)bb⋆
ij

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

hi(t)

+ 𝛽5
∑

j∈i

P(bij)
[
R(Qi) − R

(
Qj
)]Tbb⋆

ij

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

gi(t)

, (43)

where the properties bij = RT(Qi)bb
ij and P(bij) = RT(Qi)P

(
bb

ij
)

R(Qi) are applied. Denote vb
v =
[(

vb
v1
)T
, … ,

(
vb

vn
)T
]T

,

h(t) =
[
hT

1 (t), … ,hT
n (t)
]T , and g(t) =

[
gT

1 (t), … , gT
n (t)
]T . Then, we have

diag
(

RT(Qi)
)

vb
v = h(t) + g(t). (44)

Theorem 6. Given the multiagent systems described by (2) and (37), the errors xe = x − x⋆ converge asymptot-
ically to xe = 0 under the control law (41).

Proof. Choose the Lyapunov function as
Vxe =

1
2
||xe||

2
. (45)

Substituting (44) into V̇ xe yields

V̇ xe =
(

x − x⋆
)T ẋ

=
(

x − x⋆
)Tdiag

(
RT(Qi)

)
vb

=
(

x − x⋆
)Tdiag

(
RT(Qi)

)(
vb

v + sb
v
)

= −
(

x⋆
)Tdiag

(
RT(Qi)

)
vb

v + xT
e diag

(
RT(Qi)

)
sb

v

= −
(

x⋆
)Th(t) + xT

e diag
(

RT(Qi)
)

sb
v

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

z(t)

−
(

x⋆
)Tg(t), (46)

where vb =
[(

vb
1
)T
, … ,

(
vb

n
)T
]T

, sb
v =
[(

sb
v1
)T
, … ,

(
sb

vn
)T
]T

, and the property RT(Qi)vb
vi⊥span{xi} Refer-

ence 22(Lemma 9) is applied.
The proof is divided into two phases: t ∈ [0,T2) and t ∈ [T2,∞), where T2 is defined in (42). In the phase

t ∈ [0,T2), we prove that xe is bounded. In the phase t ∈ [T2,∞), we prove that the equilibrium xe = 0 is almost
globally asymptotically stable.

Phase t ∈ [0,T2): Similar with the proof of Theorem 2, we have

z(t) ≤ −𝜇2𝜆5Vxe +
||sb

v(0)||2

2𝜇2𝜆5
, (47)

where 𝜇2 =
𝛽5 mink=1,… ,m ||e⋆k ||

(
√

2||x(0)||+
√

2T1||sb
v (0)||+2T1n𝛼5)2

, 𝜆5 is the minimum positive eigenvalue of 𝚪
T(

x⋆
)
𝚪
(

x⋆
)
, and 𝚪

(
x⋆
)

is

defined in (24). Then, Substituting (47) into (46) yields

V̇ xe ≤ −𝜇2𝜆5Vxe +
||sb

v(0)||2

2𝜇2𝜆5
+ ||x⋆||||g(t)||

≤ −𝜇2𝜆5Vxe +
||sb

v(0)||2

2𝜇2𝜆5
+ 2n𝛽5

n∑

i=1
|i|||x⋆||, (48)
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178 XU et al.

where the fact that ||g(t)|| ≤ 2n𝛽5 maxi∈{|i|} is applied. Thus, xe is bounded during t ∈ [0,T2).
Phase t ∈ [T2,∞): It follows from Theorem 4 that vb

i = vb
vi and 𝝎i = 𝝎vi after the time T2. Similar with the

proof of Theorem 2, we have
z(t) ≤ −2𝜇2𝜆5Vxe . (49)

Then, Substituting (49) into (46) yields

V̇ xe ≤ −2𝜇2𝜆5Vxe + ||x
⋆||||g(t)||. (50)

It follows from Theorem 5 that Qi → Qj, ∀i, j ∈  as t →∞, which implies that limt→∞ ||g(t)|| = 0. Thus, it can
be concluded from Reference 41(Proposition 2) that the system is almost globally input-to-state stability. The
equilibrium xe = 0 is almost globally asymptotically stable. ▪

4.2 Collision avoidance

The control law (41) cannot guarantee that no agent collides with its neighbors. If two agents collide, the stability result
of Theorem 4 may be invalid. In this section, a sufficient condition is provided to guarantee that each agent maintains a
minimum distance with its neighbors under the formation control law (41).

Theorem 7. Under Assumption 1 and the formation control law (41), if the initial states xe(0) and sb
v(0) satisfy

||xe(0)|| <
1
√

n

(

min
i,j∈
||x⋆i − x⋆j || − dmin

)

, (51)

and

||sb
v(0)|| <

√
√
√
√
[

𝜆5𝜇2

(

min
i,j∈
||x⋆i − x⋆j || − dmin

)]2

− 4n𝛽5𝜆5𝜇2

n∑

i=1
|i|||x⋆||, (52)

where 𝜆5 is the minimum positive eigenvalue of 𝚪
T(

x⋆
)
𝚪
(

x⋆
)
, and 𝚪

(
x⋆
)

is defined in (24), then it can be
guaranteed that

||xi(t) − xj(t)|| > dmin > 0,∀i, j ∈  ,∀t ≥ 0.

Proof. The proof is similar with the proof of Theorem 3 and is omitted. ▪

Remark 2. It should be pointed out that the conditions in Theorem 3 and 7 are conservative. Extensive sim-
ulations verify that the collisions may be avoided under the formation control laws (14) and (41) even if the
proposed conditions do not hold.

Remark 3. The proposed control laws are distributed such that each agent just needs to obtain the relative
measurements with respect to its neighbors. Thus, the computation scales with the number of neighbors,
which is generally much smaller than the total number of agents.

5 SIMULATION EXAMPLES

In this section, some simulation examples are provided to demonstrate the effectiveness of the control schemes in (14)
and (41).

5.1 Simulation for bearing formation control with a global inertial frame

In this subsection, two simulation examples where the desired formations are shown respectively in Figure 4A,B are
provided to illustrate the control law (14). It can be observed that these desired frameworks in Figure 4A,B are IBR and
not IBR, respectively. The example without an IBR desired framework is to verify the necessity of Assumption 1. The
disturbances in the dynamics of agent i are assumed as 𝚫i = −5 sin

(
t

10

)

13 m∕s2, ∀i = 1, 2, … , 8.
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XU et al. 179

(A) (B) (C) (D)

F I G U R E 4 Desired formations for simulation examples.

T A B L E 1 Simulation parameters for the example under the control law (14).

Name Value

The initial positions of agents (m)

x1(0) = [148.1, 406.9, 400]T , x2(0) = [0, 433, 350]T ,

x3(0) = [−406.9, 148.1, 300]T , x4(0) = [−433, 0, 250]T ,

x5(0) = [−148.1, −406.9, 300]T , x6(0) = [0, −433, 350]T ,

x7(0) = [406.9, −148.1, 400]T , x8(0) = [433, 0, 450]T .

The initial velocities of agents (m∕s) vi(0) = [0, 0, 0]T , i = 1, … , 8.

The desired bearings

b⋆12 = [−0.9239, 0.3827, 0]T , b⋆13 = [−1, 0, 0]T ,

b⋆17 = [0, −1, 0]T , b⋆18 = [0.3827, −0.9239, 0]T ,

b⋆23 = [−0.9239, −0.3827, 0]T , b⋆34 = [−0.3827, −0.9239, 0]T ,

b⋆35 = [0, −1, 0]T , b⋆45 = [0.3827, −0.9239, 0]T ,

b⋆56 = [0.9239, −0.3827, 0]T , b⋆57 = [1, 0, 0]T ,

b⋆67 = [0.9239, 0.3827, 0]T , b⋆78 = [0.3827, 0.9239, 0]T .
The other bearings can be calculated by b⋆ij = −b⋆ji .

The control parameters 𝛼1 = 0.2, 𝛼2 = 1, 𝛼3 = 0.2, 𝛼4 = 0.005, 𝛼5 = 0.3.

The simulation parameters of the two examples are chosen as the same and are given in Table 1. As shown in Figure 5,
the initial and final positions of agents are drawn in gray and red dots, respectively. The initial and final sensing graphs
are plotted in gray and red lines, respectively. The trajectories of agents are represented by the gray dash lines. Figure 6
shows the equivalent bearing errors

∑
(i,j)∈ ||bij − b⋆ij || and total bearing errors

∑n
i=1
∑n

j=1||bij − b⋆ij || of the two examples
under the control law (14). It can be observed from Figure 5 and 6A that the agents are steered to the formations that have
the same bearings with the desired formations in two examples. However, it can be observed from Figure 6B that the final
framework in the example without IBR desired framework is not the desired framework since the desired framework is
not unique. This verifies the necessity of Assumption 1. Figure 7 shows the trajectory of the formation scale l defined in
(17) in the example with IBR desired formation. The velocities and virtual velocities of agents in the example with IBR
desired formation are shown in Figures 8 and 9, respectively. The velocities of agents can track the virtual velocities in just
5 seconds under the control law (14). The control inputs of agents in the example with IBR desired formation are plotted
in Figure 10. It can be observed that the control forces do not reach zero due to the effect of disturbances. This yields that
the formation scale floats around a value. Due to space constraint, the trajectories of the formation scale l, the velocities,
virtual velocities, and control forces in the example without IBR desired formation are omitted.

5.2 Simulation for bearing formation control without a global inertial frame

In this subsection, two examples where the desired formations are shown respectively in Figure 4C,D are provided to
illustrate the control law (41). Differing from the example in the previous subsection, the agents can only measure the
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180 XU et al.

F I G U R E 5 The examples under the control law (14).The initial and final formations are marked in gray and red, respectively. The
trajectories of all agents are drawn in gray dash line.

(A) (B)

F I G U R E 6 The equivalent bearing errors
∑
(i,j)∈ ||bij − b⋆ij || and total bearing

∑n
i=1
∑n

j=1||bij − b⋆ij || under the control law (14).

F I G U R E 7 The formation scale l in the example with IBR desired formation under the control law (14).
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(A)

(B)

(C)

F I G U R E 8 The velocities vi = [vi,1, vi,2, vi,3]T in the example with IBR desired formation under the control law (14).
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182 XU et al.

(A)

(B)

(C)

F I G U R E 9 The virtual velocities vvi = [vvi,1, vvi,2, vvi,3]T in the example with IBR desired formation under the control law (14).
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(A) (B)

(C)

F I G U R E 10 The control forces fi = [fi,1, fi,2, fi,3]T in the example with IBR desired formation under the control law (14).

bearings in the body-fixed frame in this example, and the desired formation is a cube. The desired framework in Figure 4C
is IBR, and desired framework in Figure 4D is not IBR. The disturbance in the dynamics of agent i is also assumed as
𝚫i = −5 sin

(
t

10

)

13 m∕s2, ∀i = 1, 2, … , 8.
In this subsection, the initial positions and velocities of agents are chosen as the same with those in the previous sub-

section. The other parameters of agents are given in Table 2. As shown in Figure 11, the initial and final positions of agents
are drawn in gray and red dots, respectively. The initial and final sensing graphs are plotted in gray and red lines, respec-
tively. The trajectories of agents are represented by the gray dash lines. The short blue lines represent the orientations of
agents. Figure 12 shows the equivalent bearing errors

∑
(i,j)∈ ||bij − b⋆ij || and total bearing error

∑n
i=1
∑n

j=1||bij − b⋆ij || of the
two examples under the control law (41). It can be observed that the final framework in the example with IBR desired
formation is the same with that in Figure 4C, but the final framework in the example without IBR desired formation is
different with that in Figure 4D. Figure 13 shows the attitude consensus error

∑
(i,j)∈ ||𝚯(Qi) −𝚯(Qj)|| in the example

with IBR desired formation under the control law (41). It can be observed from Figure 13 that the orientation of each
agent finally synchronizes. Figure 14 shows the trajectory of the formation scale l defined in (41) in the example with IBR
desired formation. The velocities and virtual velocities of agents in the example with IBR desired formation are shown in
Figures 15 and 16, respectively. Figures 17 and 18 show the angular velocities and virtual angular velocity, respectively,
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184 XU et al.

T A B L E 2 Simulation parameters for the example under the control law (41).

Name Value

The initial orientations of agents

Q1(0) = [0.926, 0.35, −0.1, −0.1]T , Q2(0) = [0.9055, −0.1, 0.1, 0.4]T ,

Q3(0) = [0.9747, 0, −0.2, −0.1]T , Q4(0) = [0.5172, −0.1, 0, 0.85]T ,

Q5(0) = [0.8, 0, 0.6, 0]T , Q6(0) = [0.6614, 0.75, 0, 0]T ,

Q7(0) = [0.9887, 0, 0, −0.15]T , Q8(0) = [0.926, −0.1, −0.1, −0.35]T .

The initial angular velocities of agents 𝝎i(0) = [0, 0, 0]T deg/s, i = 1, … , 8.

The inertia matrices of agents Ji(0) = [145, 7, 6; 6, 150, 8; 6, 8, 155]T kg⋅m2, i = 1, … , 8.

The desired bearings

b⋆12 = [−1, 0, 0]T , b⋆14 = [0, −1, 0]T , b⋆15 = [0, 0, −1]T , b⋆23 = [0, −1, 0]T ,

b⋆26 = [0, 0, −1]T , b⋆28 = [0.5774, −0.5774, −0.5774]T ,b⋆34 = [1, 0, 0]T ,

b⋆37 = [0, 0, 1]T , b⋆48 = [0, 0, −1]T , b⋆56 = [−1, 0, 0]T ,

b⋆58 = [0, −1, 0]T , b⋆67 = [0, −1, 0]T , b⋆78 = [1, 0, 0]T .

The other bearings can be calculated by b⋆ij = −b⋆ji .

The control parameters
𝛽1 = 2, 𝛽2 = 0.2, 𝛽3 = 1, 𝛽4 = 0.001, 𝛽5 = 0.1,

𝛾1 = 100, 𝛾2 = 10, 𝛾3 = 1, 𝛾4 = 0.01, 𝛾5 = 0.1.

F I G U R E 11 The example under the control law (41). The initial and final formations are marked in gray and red, respectively. The
orientations of agents are marked in blue. The trajectories of all agents are drawn in gray dash line.

in the example with IBR desired formation. It is found that the velocities and angular velocities of agents can converge
to the virtual velocities and angular velocity in just a few seconds, respectively. The control forces and control torques of
agents in the example with IBR desired formation are plotted in Figures 19 and 20, respectively. Due to space constraint,
the other trajectories in the example without IBR desired formation are omitted.

In this simulation, a comparison between the proposed bearing-based formation control law (41) and the
bearing-based formation control law in Reference 42 is conducted to verify the disturbance rejection ability of the pro-
posed control law. The formation control law in Reference 42 does not take the disturbances into consideration. The
initial states are chosen as the same with those in Table 2. Figure 21 shows the equivalent bearing errors

∑
(i,j)∈ ||bij −

b⋆ij || between the proposed bearing-based formation control law (41) and the bearing-based formation control law in
Reference 42. It can be observed from Figure 21 that the equivalent bearing error under the formation control law (41) is
smaller than those under the formation control law in Reference 42. This verifies the disturbance rejection ability of the
proposed control law.
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XU et al. 185

(A) (B)

F I G U R E 12 The equivalent bearing errors
∑
(i,j)∈ ||bij − b⋆ij || and total bearing error

∑n
i=1
∑n

j=1||bij − b⋆ij || under the control law (41).

F I G U R E 13 The attitude consensus error
∑
(i,j)∈ ||𝚯(Qi) −𝚯(Qj)|| in the example with IBR desired formation under the control law

(41). 𝚯(Q) is the Euler angles converted by Q.

F I G U R E 14 The formation scale l in the example with IBR desired formation under the control law (41).
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(A)

(B)

(C)

F I G U R E 15 The velocities vb
i = [v

b
i,1, v

b
i,2, v

b
i,3]

T in the example with IBR desired formation under the control law (41a).
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(A)

(B)

(C)

F I G U R E 16 The virtual velocities vb
vi = [v

b
vi,1, v

b
vi,2, v

b
vi,3]

T in the example with IBR desired formation under the control law (41a).
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(A)

(B)

(C)

F I G U R E 17 The angular velocities 𝝎i = [𝜔i,1, 𝜔i,2, 𝜔i,3]T in the example with IBR desired formation under the control law (41b).
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(A)

(B)

(C)

F I G U R E 18 The virtual angular velocities 𝝎vi = [𝜔vi,1, 𝜔vi,2, 𝜔vi,3]T in the example with IBR desired formation under the control law
(41b).
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(A)

(B)

(C)

F I G U R E 19 The control inputs fb
i = [f

b
i,1, f

b
i,2, f

b
i,3]

T in the example with IBR desired formation under the control law (41a).
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(A)

(B)

(C)

F I G U R E 20 The control torques ui = [ui,1,ui,2,ui,3]T in the example with IBR desired formation under the control law (41b).
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F I G U R E 21 The equivalent bearing errors
∑
(i,j)∈ ||bij − b⋆ij || between the proposed bearing-based formation control law (41) and the

bearing-based formation control law in Reference 42.

6 CONCLUSION

In this article, the formation control problem for SMS is investigated by using the bearing measurement. Based on the BRT,
two distributed bearing formation control laws are designed for SMS. In the first control law, each agent requires obtaining
the global inertial frame. In the second control law, this requirement is removed, and each agent requires obtaining their
local bearing and relative orientation measurements. Under the second control law, the inter-agent bearings converge to
the desired bearing, and the orientation consensus of all agents is guaranteed. The system stability under the two control
laws has been rigorously proved. Furthermore, the simulation results are given to verify the analysis.
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APPENDIX A. PROOF OF THEOREM 1

Proof. The Filippov solution is considered in this proof, since the controller (14) is not continuous. Consider
the Lyapunov function

Vsv =
1
2

n∑

i=1
sT

visvi. (A1)

The dynamics for svi is

ṡvi = v̇i − v̇vi

∈ 
(
−𝛼1svi − 𝛼2sigr1(svi) − 𝛼3sigr2(svi) − 𝛼4sign(svi) + 𝚫mi − v̇vi

)

∈ 
(
−𝛼1svi − 𝛼2sigr1(svi) − 𝛼3sigr2(svi) + 𝚫mi − v̇vi

)
− 𝛼4

(
sign(svi)

)

∈ −𝛼1svi − 𝛼2sigr1(svi) − 𝛼3sigr2(svi) + 𝚫mi − v̇vi − 𝛼4
(
sign(svi)

)
, (A2)

where the following properties43 are applied. (1) (g(x)) = g(x) if g(x) ∶ Rn → Rm is continuous at x ∈ Rn.
(2)(g1(x) + g2(x)) ⊆ (g1(x)) +(g2(x)) if g1(x), g2(x) ∶ Rn → Rm are locally bounded at x ∈ Rn.

Substituting (A2) into V̇ sv yields

V̇ sv =
n∑

i=1
sT

viṡvi

∈
n∑

i=1

(
−𝛼1||svi||

2 − 𝛼2||svi||
1+r1 − 𝛼3||svi||

1+r2 + sT
vi𝚫mi − sT

viv̇vi − 𝛼4
(

sT
visign(svi)

))
, (A3)

where the property43: g1(x)(g2(x)) = (g1(x)g2(x)) if g1(x) ∶ Rn → Rm is continuous at x ∈ Rn and g2(x) ∶
Rn → Rm is locally bounded at x ∈ Rn, is applied.

Note that
(

sT
visign(svi)

)
= (||svi||1) = ||svi||1 ≥ ||svi||, where || • ||1 denotes 1-norm. Then, (A3) becomes

V̇ sv ≤

n∑

i=1

(
−𝛼1||svi||

2 − 𝛼2||svi||
1+r1 − 𝛼3||svi||

1+r2 − 𝛼4||svi|| + sT
vi𝚫mi − sT

viv̇vi
)

≤ −
n∑

i=1

(
𝛼1||svi||

2 + 𝛼2||svi||
1+r1 + 𝛼3||svi||

1+r2 + (𝛼4 − 𝜖1 − ||v̇vi||)||svi||
)
. (A4)

The time derivative of vvi is
v̇vi = 𝛼5

∑

j∈i

(

ḃijbT
ij + bijḃ

T
ij

)

b⋆ij , (A5)

with
ḃij =

1
||xij||

P(bij)(vj − vi). (A6)

In this proof, the forward-invariant set theory44 is used to analyze the stability. First, the following set is
constructed.

Γ1 = {(v1, … , vn) | ||vi|| ≤ VM1, i = 1, … ,n} . (A7)
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In the set Γ1, the velocities vi are bounded by ||vi|| ≤ VM1. According to Assumption 2, the terms 1
||xij||

are

bounded by 1
||xij||

≤
1

dmin
. Then, in the set Γ1, ḃij is bounded by

||ḃij|| ≤
1
||xij||

||P(bij)||||(vj − vi)||

≤
1

dmin
||P(bij)||(||vj|| + ||vi||)

≤
2VM1

dmin
(A8)

where the property ||P(bij)|| = 1 is applied.
In view of (A5) and (A8), in the set Γ1, v̇vi is bounded by

||v̇vi|| ≤ 𝛼5
∑

j∈i

(

||ḃij||||bT
ij || + ||bij||||ḃ

T
ij ||
)

||b⋆ij ||

= 2𝛼5
∑

j∈i

||ḃij|| ≤ max
i=1,… ,n

{|i|}
4𝛼5VM1

dmin
. (A9)

Invoking Lemma 2, we have

𝛼2

n∑

i=1
||svi||

1+r1 ≥ 𝛼2

{ n∑

i=1
sT

visvi

} 1+r1
2

, (A10)

and

𝛼3

n∑

i=1
||svi||

1+r2 ≥ 𝛼3n
1−r2

2

{ n∑

i=1
sT

visvi

} 1+r2
2

. (A11)

Substituting (A9)–(A11) into (A4) gives

V̇ sv ≤ −𝛼22
1+r1

2

{

1
2

n∑

i=1
sT

visvi

} 1+r1
2

− 𝛼32
1+r2

2 n
1−r2

2

{

1
2

n∑

i=1
sT

visvi

} 1+r2
2

= −𝜂1V
1+r1

2
sv − 𝜂2V

1+r2
2

sv , (A12)

where 𝜂1 = 𝛼22
1+r1

2 and 𝜂2 = 𝛼32
1+r2

2 n
1−r2

2 . According to Lemma 1, it follows from (A12) that the errors svi
converges to the origin in the time T1 in the set Γ1.

Since the virtual velocities vvi and the errors svi are bounded, it follows that vi are bounded, which implies
that the set Γ1 is a forward-invariant set.44 This means that vi ∈ Γ1 always holds if vi(0) ∈ Γ1. Thus, the errors
svi converge to the origin in the time T1 under the control law (14) if vi(0) ∈ Γ1. ▪

APPENDIX B. PROOF OF THEOREM 4

Proof. The Filippov solution is considered in this proof, since the controller (41) is not continuous. Consider
the Lyapunov function

Vs =
1
2

n∑

i=1

(
sb

vi
) Tsb

vi +
1
2

n∑

i=1
sT
𝜔iJis𝜔i. (B1)

Substituting (41) into V̇ s yields
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196 XU et al.

V̇ s =
n∑

i=1
(sb

vi)
T(v̇b

i − v̇b
vi
)
+

n∑

i=1
sT
𝜔iJi(𝝎̇i − 𝝎̇vi)

∈ −
n∑

i=1

(
𝛽1||sb

vi||
2 + 𝛽2||sb

vi||
1+r3 + 𝛽3||sb

vi||
1+r4 + 𝛽4

(
(sb

vi)
Tsign

(
sb

vi
))
− −(sb

vi)
T(v̇b

vi + 𝚫mi)
)

−
n∑

i=1

(
𝛾1||s𝜔i||

2 + 𝛾2||s𝜔i||
1+r3 + 𝛾3||s𝜔i||

1+r4 + 𝛾4
(

sT
𝜔isign(s𝜔i)

)
− sT

𝜔i(𝝎̇vi + 𝚫ai)
)
, (B2)

where the following properties43 are applied. (1) (g(x)) = g(x) if g(x) ∶ Rn → Rm is continuous at x ∈
Rn. (2) (g1(x) + g2(x)) ⊆ (g1(x)) +(g2(x)) if g1(x), g2(x) ∶ Rn → Rm are locally bounded at x ∈ Rn. (3)
g1(x)(g2(x)) = (g1(x)g2(x)) if g1(x) ∶ Rn → Rm is continuous at x ∈ Rn and g2(x) ∶ Rn → Rm is locally
bounded at x ∈ Rn.

Note that 
(
(sb

vi)
Tsign

(
sb

vi

))
= 
(
||sb

vi||1
)
= ||sb

vi||1 ≥ ||s
b
vi|| and 

(
sT
𝜔isign(s𝜔i)

)
= (||s𝜔i||1) = ||s𝜔i||1 ≥

||s𝜔i||. Then, (B2) becomes

V̇ s ∈ −
n∑

i=1

(

𝛽1||sb
vi||

2 + 𝛽2||sb
vi||

1+r3 + 𝛽3||sb
vi||

1+r4 + 𝛽4||sb
vi|| −

(
sb

vi
)T(v̇b

vi + 𝚫mi)
)

−
n∑

i=1

(
𝛾1||s𝜔i||

2 + 𝛾2||s𝜔i||
1+r3 + 𝛾3||s𝜔i||

1+r4 + 𝛾4||s𝜔i|| − sT
𝜔i(𝝎̇vi + 𝚫ai)

)

≤ −
n∑

i=1

(
𝛽1||sb

vi||
2 + 𝛽2||sb

vi||
1+r3 + 𝛽3||sb

vi||
1+r4
)

−
n∑

i=1

(
𝛽4 − 𝜖1 − ||R(Qi)𝝎×i RT(Qi)vb

i || − ||v̇
b
vi||
)
||svi||

−
n∑

i=1

(
𝛾1||s𝜔i||

2 + 𝛾2||s𝜔i||
1+r3 + 𝛾3||s𝜔i||

1+r4 + (𝛾4 − 𝜖2 − ||𝝎̇vi||)||s𝜔i||
)
. (B3)

The time derivatives of vvi and 𝝎vi are respectively

v̇b
vi = 𝛽5

∑

j∈i

(

ḃb
ij
(

bb
ij
)T + bb

ij
(

ḃb
ij
)T
)(

I3 + R(Qij)
)

bb⋆
ij

− 𝛽5
∑

j∈i

P
(

bb
ij
)

R(Qij)𝝎×ij b
b⋆
ij + 𝛽5

∑

j∈i

P
(

bb
ij
)(

I3 + R(Qij)
)
𝝎
×
i bb⋆

ij , (B4)

and

𝝎̇vi = −𝛾5
∑

j∈i

(

ET(Q̇ij)qij + ET(Qij)E(Qij)𝝎ij − R(Qij)𝝎×ij E
T(Qji)qji

−R(Qij)ET(Q̇ji)qji − R(Qij)ET(Qji)E(Qij)𝝎ij
)
, (B5)

where

⎧
⎪
⎪
⎨
⎪
⎪
⎩

ḃb
ij = {bb

ij}×𝝎i + 1
‖xij‖

P
(

bb
ij

)[

RT(Qi)R
(

Qj
)

vb
j − vb

i

]

Q̇ij =
1
2

M
(

Qij
)
𝝎
+
ij

𝝎ij = 𝝎i − R(Qij)𝝎j

. (B6)

In this proof, the forward-invariant set theory44 is used to analyze the stability. First, consider the set

Γ2 =
{{(

vb
1,𝝎i
)
, … ,

(
vb

n,𝝎n
)}
|||vb

i || ≤ VM2, ||𝝎i|| ≤ VM3, i = 1, … ,n
}
. (B7)

 10991239, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/rnc.6966 by T

echnion-Israel Institution O
f, W

iley O
nline L

ibrary on [05/05/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



XU et al. 197

In the set Γ2, vb
i and 𝝎i are bounded by ||vb

i || ≤ VM2 and ||𝝎i|| ≤ VM3, respectively. According to Assumption 2,
the terms 1

||xij||
are bounded by 1

||xij||
≤

1
dmin

. Then, it follows from (B4) and (B6) that in the set Γ2, v̇b
vi is bounded

by

||v̇b
vi|| ≤ 2𝛽5

∑

j∈i

||ḃb
ij||||bb

ij||||I3 + R(Qij)||||bb⋆
ij || + 𝛽5

∑

j∈i

||P
(

bb
ij
)
||||R(Qij)||||𝝎×ij ||||b

b⋆
ij ||

+ 𝛽5
∑

j∈i

||P
(

bb
ij
)
||||I3 + R(Qij)||||𝝎×i ||||b

b⋆
ij ||

≤ 𝛽5
∑

j∈i

(

4||ḃb
ij|| + VM2 + 3VM3

)

≤ 𝛽5 max
i=1,… ,n

{|i|}
(

8VM2

dmin
+ VM2 + 7VM3

)

, (B8)

where the property ||R(Qij)|| = 1 is applied in (B8).
In the set Γ2, one has

||R(Qi)𝝎×i RT(Qi)vb
i || ≤ ||𝝎i||||vb

i || ≤ VM2VM3 (B9)

Note that

||E(Q̇ij)|| = ||q̇0,ijI3 + q̇×ij ||

≤ ||q̇0,ijI3|| + ||q̇×ij ||

=
‖
‖
‖
‖

1
2

qT
ij𝝎ij
‖
‖
‖
‖
+
‖
‖
‖
‖

(1
2

E(Qij)𝝎ij

)×‖
‖
‖
‖

≤ 2VM3. (B10)

It follows from (B5), (B6) and (B10) that in the set Γ2, 𝝎̇vi is bounded by

||𝝎̇vi|| ≤ 𝛾5
∑

j∈i

(

||E(Q̇ij)||||qij|| + ||E(Qij)||2||𝝎ij|| + ||R(Qij)||||𝝎×ij ||||E(Qji)||||qji||

+||R(Qij)||||E(Q̇ji)||||qji|| + ||R(Qij)||||E(Qji)||||E(Qij)||||𝝎ij||
)

≤ 10𝛾5VM3 max
i=1,… ,n

{|i|} ≤ 𝛾4 − 𝜖2, (B11)

where the properties ||R(Qij)|| = ||R(Qji)|| = 1, ||E(Qij)|| ≤ 1 and ||qij|| = ||qji|| ≤ 1 are applied in (B11).
Invoking Lemma 2, we have

kb
f 2

n∑

i=1
||sb

vi||
1+r3 ≥ kb

f 2

{ n∑

i=1
||sb

vi||
2

} 1+r3
2

, (B12)

kb
f 3

n∑

i=1
||sb

vi||
1+r4 ≥ kb

f 3n
1−r4

2

{ n∑

i=1
||sb

vi||
2

} 1+r4
2

, (B13)

𝛾2

n∑

i=1
||s𝜔i||

1+r3 ≥ 𝛾2

{ n∑

i=1
||s𝜔i||

2

} 1+r3
2

≥ 𝛾2

{

1
𝜆max(J)

n∑

i=1
sT
𝜔iJis𝜔i

} 1+r3
2

, (B14)

and

𝛾3

n∑

i=1
||s𝜔i||

1+r4 ≥ 𝛾3n
1−r4

2

{ n∑

i=1
||s𝜔i||

2

} 1+r4
2

≥ 𝛾3n
1−r4

2

{

1
𝜆max(J)

n∑

i=1
sT
𝜔iJis𝜔i

} 1+r4
2

. (B15)
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198 XU et al.

Substituting (B8), (B9) and (B11)–(B15) into (B3) yields

V̇ s ≤ −𝛽2

{ n∑

i=1
||sb

vi||
2

} 1+r3
2

− 𝛽3n
1−r4

2

{ n∑

i=1
||sb

vi||
2

} 1+r4
2

− 𝛾2

{

1
𝜆max(J)

n∑

i=1
sT
𝜔iJis𝜔i

} 1+r3
2

− 𝛾3n
1−r4

2

{

1
𝜆max(J)

n∑

i=1
sT
𝜔iJis𝜔i

} 1+r4
2

≤ −min
⎧
⎪
⎨
⎪
⎩

𝛽2,
𝛾2

𝜆

1+r3
2

max (J)

⎫
⎪
⎬
⎪
⎭

{ n∑

i=1

(
sb

vi)
Tsb

vi +
n∑

i=1
sT
𝜔iJis𝜔i

} 1+r3
2

− (2n)
1−r4

2 min
⎧
⎪
⎨
⎪
⎩

𝛽3,
𝛾3

𝜆

1+r4
2

max (J)

⎫
⎪
⎬
⎪
⎭

{ n∑

i=1

(
sb

vi)
Tsb

vi +
n∑

i=1
sT
𝜔iJis𝜔i

} 1+r4
2

≤ −𝜂3V
1+r3

2
s − 𝜂4V

1+r4
2

s , (B16)

where Lemma 2 is applied to derive the second inequality, and

𝜆max(J) = max{𝜆max(J1), … , 𝜆max(Jn)}}

𝜂3 = 2
1+r3

2 min

{

𝛽2,
𝛾2

𝜆

1+r3
2

max (J)

}

𝜂4 = 2n
1−r4

2 min

{

𝛼3,
𝛾3

𝜆

1+r4
2

max (J)

}

.

(B17)

According to Lemma 1, it follows from (B16) that the errors sb
vi and s𝜔i converge to the origin in the time T2

in the set Γ2.
Since vb

vi, sb
vi, 𝝎vi, and s𝜔i are bounded, one has that vb

i and 𝝎i are both bounded, which yields that the
set Γ2 is a forward-invariant set. This means that

(
vb

i ,𝝎i) ∈ Γ2 always holds if
(

vb
i (0),𝝎i(0)) ∈ Γ2. Thus, the

errors and sb
vi and s𝜔i converge to the origin in T2 under the control law in (41) if ||vb

i (0)|| ≤ VM2 and ||𝝎i(0)|| ≤
VM3. ▪

APPENDIX C. PROOF OF THEOREM 5

Proof. Consider the Lyapunov function

Vq =
1
2

n∑

i=1

∑

j∈i

qT
ij qij. (C1)

Then, the time derivative V̇ q is

V̇ q =
n∑

i=1

∑

j∈i

qT
ij q̇ij

= 1
2

n∑

i=1

∑

j∈i

qT
ij E(Qij)(𝝎i − R(Qij)𝝎j)

= 1
2

n∑

i=1

∑

j∈i

qT
ij E(Qij)R(Qi)[RT(Qi)𝝎i − RT(Qj)𝝎j]

= 1
2

qT


diag{E(Qij)R(Qi)}Hdiag{RT(Qi)}𝝎 (C2)
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where qT

= [… ,qT

ij , …]T ∈ R3m for (i, j) ∈  , 𝝎 = [𝝎T
1 , … ,𝝎

T
n ]T , and H = H ⊗ I3.

Invoking (41b), one has

RT(Qi)𝝎vi = 𝛾5
∑

j∈i

[
RT(Qi)ET(Qij)qij − RT(Qj)ET(Qji)qji

]
. (C3)

Define 𝝎s = [𝝎T
s1, … ,𝝎

T
sn]T . Then, it follows from (C3) that

diag{RT(Qi)}𝝎s = −𝛾5H
T

diag{RT(Qi)ET(Qij)}q. (C4)

According to Theorem 4, 𝝎i = 𝝎vi after the time T2. After the time T2, we can replace 𝝎 by 𝝎s. Then,
substituting (C4) into (C2) yields

V̇ q =
1
2

qT


diag{E(Qij)R(Qi)}Hdiag{RT(Qi)}𝝎s

= −1
2
𝛾5qT


diag{E(Qij)R(Qi)}H
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝜻

H
T

diag{RT(Qi)ET(Qij)}
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝜻
T

q

= −1
2
𝛾5||𝜻

Tq||2

≤ −𝛾5||𝜻||
2Vq. (C5)

Therefore, it is obtained from (C5) that limt→∞ qij = 0. ▪
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