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Abstract

We study cluster assignment in homogeneous diffusive multi-agent networks.
Given the number of clusters and agents within each cluster, we design the
network graph ensuring the system will converge to the prescribed cluster con-
figuration. Using recent results linking clustering and symmetries, we show
that it is possible to design an oriented graph for which the action of the auto-
morphism group of the graph has orbits of predetermined sizes, guaranteeing
the network will converge to the prescribed cluster configuration. We provide
bounds on the number of edges needed to construct these graphs along with a
constructive approach for their generation. We also consider the robustness of
the clustering process under agent malfunction.
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1 INTRODUCTION

One of the most important tasks in the field of multi-agent
systems (MASs) is reaching agreement. Distributed pro-
tocols guaranteeing the agents reach agreement appear
in many different fields, including robotics [1], sensor
networks [2], and distributed computation [3]. A natu-
ral generalization is the cluster agreement problem, which
seeks to drive agents into groups, so that agents within the
same group reach an agreement. The clustering problem
appears in social networks [4], neuroscience [5], and
biomimetics [6]. Clustering is also vital in the operation
of autonomous decentralized MASs in order to perform
on-the-fly efficient task allocation. For example, a group
of fire-fighting drones handling multiple active fires of
varying severities must allocate which agents will attend
which fires in a way that avoids deadlock situations [7].
This should happen even though all agents are identical
and without a designated leader. Once the severity of each

fire is estimated, and the number of agents allocated to
handle each fire can be designated. The agents can be
dispatched using a clustering algorithm. Clustering has
been studied using different approaches, for example, net-
work optimization [8], pinning control [9], inter-cluster
nonidentical inputs [10], and exploiting the structural bal-
ance of the underlying graph [11]. We tackle the cluster-
ing problem by using symmetries within the MAS. Recent
works on MAS apply graph symmetries to study various
problems, for example, controllability and observability of
MAS [12–15].

Our recent work [16] introduced the notion of the weak
automorphism group of a MAS, combining the two con-
cepts of the automorphism group for graphs and weak
equivalence of dynamical systems. The former summa-
rizes all symmetries for a given graph, while the latter
characterizes similarities between achievable steady states
of heterogeneous (dynamical) agents. Therefore, the weak
automorphisms of a MAS can be understood as permu-
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tations of the nodes in the underlying graph that pre-
serve both graph symmetries and certain input–output
properties of the corresponding agents. More specifically,
the paper [16] focused on clustering for diffusively cou-
pled networks and showed that under appropriate passivity
assumptions, these diffusively coupled networks converge
to a clustered steady-state solution, where two agents are
in the same cluster if and only if there exists a weak
automorphism mapping one to the other. Thus, the clus-
tering of the MAS can be understood by studying the
action of the weak automorphism group on the underlying
interaction graph.

We focus in this paper on homogeneous networks, that
is, networks where the agent dynamics are all identical,
noting that the weak automorphism group is identical
to the automorphism group of the underlying graph in
this case. We wish to design graphs ensuring the MAS
will converge to a prescribed cluster configuration, that
is, specifying the number of clusters and the number of
agents within each cluster. Our previous work [17] applied
tools from group theory to prescribe an algorithm for con-
structing an oriented graph such that the action of the
automorphism group on the graph has orbits of prescribed
sizes. It also provided implicit upper and lower bounds on
the number of edges needed to construct such graph. This
work extends the previous work [17] in two ways. First, we
further explore the bounds on the number of edges needed
to build such graphs by understanding the reason for the
difference between the upper and the lower bounds (the
example in Remark 1). We also study the scaling proper-
ties of the upper bound with the number of agents n and
the number of clusters k (Theorem 5 and Remark 3), show-
ing that a graph with the desired clustering configuration
can be built with roughly O(n2∕k) edges, and providing a
construction to build it. Furthermore, we study the robust-
ness of such graphs to agent malfunctions. We show that
the existing graph synthesis method does not provide any
guarantees on the behavior of the closed-loop network
when agent malfunctions occur, and explain how to alter
the synthesis procedure to guarantee the most extensive
possible robustness of the clustering possible (Section 3.2).
This results in a network topology which guarantees the
agents cluster in the provided formation when no mal-
functions occur, and as close as possible to the provided
clustering configuration for any number of faults. The gen-
eral results on the number of edges needed to construct
graphs with the desired cluster configuration (Theorem 5
and Remark 3) are naturally extended to the case of these
robust graphs.

The rest of paper is organized as follows. Section 2
reviews basic concepts related to network systems and
group theory required to define a notion of symmetry for

MAS. Section 3 presents the main results about cluster
assignment, as well as a numerical study to demonstrate
the theory. Finally, some concluding remarks are offered
in Section 5.

1.1 Notations
This work employs basic notions from graph theory [18].
An undirected graph  = (V,E) consists of finite sets of
vertices V and edges E ⊂ V × V. We denote the edge with
ends i, 𝑗 ∈ V as e = {i, 𝑗}. For each edge e, we pick an
arbitrary orientation and denote e = (i, 𝑗) when i ∈ V is
the head of edge and 𝑗 ∈ V is its tail. A path is a sequence
of distinct nodes v1, v2, … , vn such that {vi, vi+1} ∈ E for
all i. A cycle is path v1, … , vn, v1. A simple cycle is a cycle
whose vertices are all distinct. A graph is connected if there
is a path between any two vertices, and a tree if it is con-
nected but contains no simple cycles. The incidence matrix
of , denoted  ∈ R

|E|×|V|, is defined such that for any
edge e = (i, 𝑗) ∈ E, []ie = +1, []𝑗e = −1, and []𝓁e = 0
for 𝓁 ≠ i, 𝑗. Moreover, the greatest common divisor of two
positive integers m,n is denoted by gcd(m,n), and their
least common multiple is denoted by lcm(m,n). Note that
lcm(m,n) = mn

gcd(m,n)
always holds. Two integers are rela-

tively prime (or coprime) if there is no integer greater than
one that divides them both. The cardinality of a finite set
A is denoted by |A|.
2 SYMMETRIES IN NETWORKED
SYSTEMS

In this section, we provide background on the notion of
symmetries for MASs originally proposed in [16].

2.1 Diffusively coupled networks
This section describes the structure of the MAS studied in
the papers [16] and [19]. Consider a set of agents interact-
ing over a network  = (V,E). Each node i ∈ V is assigned
a dynamical system Σi, and the edges e ∈ E are assigned
controllers Πe, having the following form:

Σi ∶
{ .xi = 𝑓i(xi,ui), 𝑦i = hi(xi,ui),

Πe ∶
{ .
𝜂e = 𝜙e(𝜂e, 𝜁e), 𝜇e = 𝜒e(𝜂e, 𝜁e) .

(1)

We consider the stacked vectors u = [uT
1 , … ,uT|V|]T

and similarly for 𝑦, 𝜁 , and 𝜇. The MAS is diffusively cou-
pled with the controller input described by 𝜁 = T𝑦, and
the control input is u = −𝜇, where  is the incidence
matrix of the graph . This structure is denoted by the
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FIGURE 1 A diffusively coupled network.

triplet (,Σ,Π) and is illustrated in Figure 1. In Bürger
et al. [19], it was shown that the network converges to a
steady state satisfying the interconnection constraints if
the agents and controllers are (output-strictly) maximum
equilibrium independent passive (MEIP). The details of
this definition and related definitions are not essential for
the development of this work, and the interested reader is
referred to the papers [19] and [20] for more details. In this
work, we focus on homogeneous networks, that is, where
all the agent dynamics and control dynamics are identical.
Moreover, we assume one of the following two alternatives
(Assumption 1). If this is not the case, see previous studies
[21–23] for plant augmentation techniques.

Assumption 1. The agents Σi are output-strictly
MEIP and the controllers Πe are MEIP, or vice versa.

A final technical definition is needed to characterize the
steady states of the network. Indeed, we implicitly assume
that each agent and controller converges to a steady-state
output given a constant input. This allows us to define
a relation between constant inputs and constant outputs
called the steady-state relation of a system; see Bürger et al.
[19]. We denote the steady-state relations of node i and
edge e by ki and 𝛾e, respectively. For example, for an agent i,
we say that (ui, yi) is a steady-state input/output pair if yi ∈
ki(u). We now introduce the notion of weak equivalence
for dynamical systems.

Definition 1 (Sharf and Zelazo [16]). Two systems
Σ1 and Σ𝑗 are weakly equivalent if their steady-state
relations are identical.

We refer the reader to the paper [16] for a more thorough
study and examples of weakly equivalent systems.

2.2 Group theory, graph automorphisms,
and symmetric MAS
Our approach for clustering will hinge on symmetry,
which is modeled by the mathematical theory of groups
[24]. The notion of a group can be defined in various ways,
but we opt for the most concrete one.

Definition 2. Let X be a set, and let G be a collec-
tion of invertible functions X → X . The collection G is
called a group if for any G ∋ 𝑓, g ∶ X → X , both the
composite function 𝑓◦g and the inverse function 𝑓−1

belong to G.

Colloquially, the group G defines a collection of symme-
tries of the set X , and its action on X allows us to identify
certain elements of X which are symmetric. Of interest in
this work is the automorphism group of a (oriented) graph,
which encodes structural symmetries of a graph.

Definition 3. An automorphism of a (directed or
undirected) graph  = (V,E) is a permutation 𝜓 ∶
V → V such that i ∈ V is connected to 𝑗 ∈ V if
and only if 𝜓(i) is connected to 𝜓( 𝑗). We denote the
automorphism group of  by Aut().

We slightly abuse notation and say that Aut() acts on 

(rather than on V).

Definition 4. Let G be a group of functions X → X .
We say x, 𝑦 ∈ X are exchangeable (under the action of
G) if there is some 𝑓 ∈ G such that 𝑓 (x) = 𝑦. The orbit
of x ∈ X is the set of elements which are exchangeable
with X .

Exchangeability was considered in the paper [16] to
describe the clustering behavior of a MAS. Namely, the
different clusters corresponded to the different orbits of
the weak automorphism group of the MAS. The following
result ensures that we can consider orbits, and conse-
quently different clusters in an MAS, as disjoint sets.

Proposition 1 (Dummit and Foote [24]). Let G be a
group of functions X → X. Then, X can be written as the
union of disjoint orbits. In particular, any element of X
belongs to exactly one orbit.

Finally, we combine the notions of graph automor-
phisms and diffusively coupled MAS comprised of weakly
equivalent agents.

Definition 5 (Sharf and Zelazo [16, 17]). Let (,Σ,Π)
be a diffusively coupled MAS. A weak automorphism
of a MAS is a map 𝜓 ∶ V → V with the following
properties: (1) 𝜓 is an automorphism of the graph 

and preserves edge orientations; (2) for any i ∈ V, Σi
and Σ𝜓(i) are weakly equivalent; and (3) for any e ∈
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E, Πe and Π𝜓(e) are weakly equivalent. We denote the
collection of all weak automorphisms of (,Σ,Π) by
Aut(,Σ,Π).

Naturally, the weak automorphism of a MAS is a sub-
group of the group of automorphisms Aut() of the
graph .

3 CLUSTER ASSIGNMENT IN MAS

We now consider the clustering problem for MAS. Specif-
ically, we focus on the case where the agents are homoge-
neous, that is, they have the exact same model, and restrict
ourselves by requiring the edge controllers (1) are also
homogeneous. The paper [16] established a link between
the clustering behavior of a MAS and certain symmetries
it has, using Definition 5. The main result from [16] is
summarized below.

Theorem 1 (Sharf and Zelazo [16]). Take a diffu-
sively coupled MAS (,Σ,Π) where Assumption 1 holds.
Then, for any steady-state y =

[
y1 … y|V| ]T of

the closed-loop and any weak automorphism 𝜓 ∈
Aut(,Σ,Π), we have P𝜓y = y, where P𝜓 is the permuta-
tion matrix representation of 𝜓 .

This result can in fact be used to show that the net-
work converges to a clustering configuration, where the
clusters are given by the orbits of the weak automorphism
group. Namely, one considers diffusively coupled MAS
(,Σ,Π) satisfying Assumption 1, for which the closed loop
is known to converge, and the invariance properties of the
steady-state limit are studied. Focusing on homogeneous
networks, the paper [16] identified the value of 𝛾e(0), the
steady-state relation for the controller on the eth edge, as
indicative of clustering. Namely, it shows that if 0 ∈ 𝛾e(0)
for all e ∈ E, then the MAS (,Σ,Π) converges to con-
sensus, and otherwise, it displays a clustering behavior.
Namely, for homogeneous MAS, two nodes are in the same
cluster if they are exchangeable under the action of Aut(),
and the converse is almost surely true.

Although the paper [16] presented a strong link between
symmetry and clustering in MAS, it did not consider a
synthesis procedure for solving the clustering problem:

Problem 1. Consider a collection of n homogeneous
agents {Σi}i∈V, and let r1, … , rk be positive integers
which sum to n. Find a directed graph  = (V,E) and
homogeneous edge controllers {Πe}e∈E such that the
closed-loop MAS converges to a clustered steady state,
with a total of k clusters of sizes r1, … , rk.

The goal of this section is use the tools of [16] to solve
Problem 1. As described above, this can be achieved in two

steps. We first make the following assumption about the
controllers:

Assumption 2. The homogeneous MEIP controllers
are chosen so that 0 ∉ 𝛾e(0) for any edge e ∈ E.

Second, given the desired cluster sizes r1, … , rk, we seek
an oriented graph  = (V,E) such that the action of
Aut() on  has orbits of sizes r1, … , rk. Moreover, we
require  to be weakly connected1 to assure a flow of infor-
mation throughout the corresponding diffusively coupled
network. If we find such a graph and Assumption 2 holds,
the results of [16] guarantee that the desired clustering
behavior is achieved almost surely. We make the following
definition for the sake of brevity and define the corre-
sponding problem:

Definition 6. The oriented graph is said to be of type
OS(r1, … , rk) if it is weakly connected and the action
of Aut() on  has orbits of sizes r1, … , rk.2

Problem 2. Given positive integers r1, … , rk, deter-
mine if an oriented graph of type OS(r1, … , rk) exists,
and if so, construct it.

Before moving on to the solving this problem, we present
a tool we apply later in the proofs, called the graph quo-
tient.

Definition 7. Let  = (V,E) be a (directed or undi-
rected) graph, and let V1,V2, … ,Vk be a partition of
V to disjoint sets. The quotient of , according to the
partition V1,V2, … ,Vk, is a graph  with the following
properties:

(i) The nodes of  are denoted by 1, 2, … , k.
(ii) For any l1, l2 ∈ {1, 2, … , k}, there is an edge

l1 → l2 in the quotient graph  if and only if
there is at least one edge between elements of Vl1

and Vl2 .

In other words, the quotient graph is achieved by group-
ing the nodes of  by the sets V1,V2, … ,Vk, removing
edges within the same set, and identifying all edges going
between the same two groups Vi and V𝑗 . An illustration can
be seen in Figure 2. It is easy to see that if  is connected,
then so is its quotient. Indeed, if i, 𝑗 are two arbitrary nodes
in the quotient graphs, we take nodes vi ∈ Vi and v𝑗 ∈ V𝑗 .
As  is connected, we can find a path from vi to v𝑗 in ,
which in turn defines a path in the quotient graph from i
to 𝑗. This fact will play a vital role later.

1Recall that a directed graph is weakly connected if its unoriented coun-
terpart is connected.
2OS stands for “orbit structure.”
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FIGURE 2 An example of graph
quotient. The original graph  is depicted
on left, and the sets V1,V2 of the partition
are marked in blue and red, respectively.
The corresponding quotient graph can
be seen on the right.

3.1 Construction and sparsity bounds
on OS-type graphs
In this subsection, we exhibit a construction for OS-type
graphs, as well as bounds on the sparsity of such graphs.
Running the system requires means to implement the
corresponding interconnections, ergo graphs with fewer
edges are desirable. The following theorem provides a
lower bound on the number of edges required to construct
OS-type graphs.

Theorem 2. Let r1, … rk be any positive integers. Any
directed graph of type OS (r1, … , rk) has at least m
edges, where

m = min
 tree on k vertices

∑
{i,𝑗}∈

lcm(ri, r𝑗). (2)

Proof. Let  be a graph of type OS(r1, … , rk), and
V1, … ,Vk be the orbits of Aut() in , correspond-
ing to the different clusters. The proof will consist of
two steps. First, we show that if there exists at least
one edge between Vi and V𝑗 , then there are at least
lcm(ri, r𝑗) edges between Vi and V𝑗 . This will follow
from the fact that the automorphism group of  can
map any two nodes in each Vi to one another. Sec-
ond, we consider the quotient graph by the partition
V1, … ,Vk, which must be connected as is connected.
Hence, it must have a spanning tree, which can be
used to determine which pairs i, 𝑗 ∈ {1, … , k} are
connected by an edge in the quotient graph. These
two facts together will allow us to establish the lower
bound (2).

We start with the former claim. Let i, 𝑗 ∈ {1, … , k}
such that there is an edge between a node in Vi and a
node in V𝑗 . Let i𝑗 be the following subgraph of —it
consists of nodes in Vi ∪ V𝑗 and of edges touching one
node of Vi and one node of V𝑗 . We recall that Vi and
V𝑗 are both invariant under any automorphism of ,
meaning that the restriction of any automorphism 𝜓 ∈
Aut() to i𝑗 is an automorphism of i𝑗 . In particular,
by assumption, any two nodes in Vi can be mapped to

one another using automorpshims, and the same goes
for V𝑗 . Now, recall that automorphisms preserve the
degree of nodes, that is, that if 𝜓 is an automorphism
of some graph and x is a node in that graph, then x and
𝜓(x) have the same degree. For the graph i𝑗 , which
only contains nodes between Vi and V𝑗 , the degree of
a node in Vi is equal to the number of nodes in V𝑗 it is
linked to. Thus, as all the nodes in Vi can be mapped to
one another using automorphisms, we conclude they
are all linked to the same number of nodes in V𝑗 . We
denote this number of nodes by di. A similar argument
with opposite roles for i and 𝑗 shows that each node in
V𝑗 is linked to the same number of nodes in Vi, and this
number is denoted as d𝑗 . Recall now that each edge of
i𝑗 touches one node from Vi and one node from V𝑗 . In
particular, the number of edges in i𝑗 can be found by
summing over the degrees of nodes in Vi. As there are
ri nodes in Vi, and each has a degree of di, we conclude
that i𝑗 has a total of ridi edges. However, if we sum on
the nodes in V𝑗 instead, we similarly find that i𝑗 has
r𝑗d𝑗 edges. In particular, the equality ridi = r𝑗d𝑗 holds,
where both sides are positive integers.

The rest of the proof of this part of the claim follows
from basic number theory. We divide both sides of the
equation ridi = r𝑗d𝑗 by the greatest common divisor
gcd(ri, r𝑗) and get the equation ri

gcd(ri,r𝑗 )
di = r𝑗

gcd(ri,r𝑗 )
d𝑗 ,

where all four numbers ri
gcd(ri,r𝑗 )

,
r𝑗

gcd(ri,r𝑗 )
, di, and d𝑗 are

positive integers. As ri
gcd(ri,r𝑗 )

and r𝑗
gcd(ri,r𝑗 )

are coprime by
the definition of the greatest common divisor, we con-
clude that di must be divided by r𝑗

gcd(ri,r𝑗 )
. In particular,

di ≥
r𝑗

gcd(ri,r𝑗 )
, and in turn, the graph i𝑗 has at least

ridi ≥
rir𝑗

gcd(ri,r𝑗 )
= lcm(ri, r𝑗) edges, as claimed

We now move to the second part of the proof. We
consider the quotient of by the partition V1, … ,Vk.
As  is (weakly) connected, so is the quotient . In
particular, there exists a spanning tree  for . By the
definition of the quotient, for any two nodes i, 𝑗 con-
nected in  (and hence in ), there is at least one edge
between elements of Vi and V𝑗 in . However, by the
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first part of the proof, we conclude that there are at
least lcm(ri, r𝑗) edges between them. By summing over
all connected pairs of nodes in  , we conclude that the
graph  has at least

∑
{i,𝑗}∈ lcm(ri, r𝑗) ≥ m edges. This

concludes the proof. □

Beside giving a lower bound on the number of edges
in an OS-type graph, Theorem 2 also highlights the role
of the quotient base graph  in the construction of such
graphs. Namely,  , which was taken as a tree, deter-
mines which clusters are connected in . The following
algorithm, Algorithm 1, uses this idea to construct OS-type
graphs when  is taken as a path graph.

Algorithm 1 essentially tries to reverse the quotient pro-
cess described in the proof of Theorem 2. It starts with
the quotient graph, given by the tree  , and it constructs
the original graph  be assigning nodes to each element of
the partition. More precisely, the algorithm assigns to each
node 𝑗 in the tree a set of r𝑗 nodes in , denoted by V𝑗 =
{v𝑗p}

r𝑗
p=1. In Step 3, the algorithm populates the graphwith

edges corresponding to those found in the quotient  , and
it does so with the minimal possible amount of edges guar-
anteeing symmetry (as seen in the proof of Theorem 2). An
illustration of this step can be seen in Figure 3. In Step 5,
the algorithm adds a few more edges to guarantee the con-
structed graph  is connected, but in a way that does not
effect the quotient process, as all new edges are between
nodes in the same set Vi⋆ of the partition. As the following
theorem shows, choosing any path  will result in a graph
of type OS(r1, … , rk). However, the number of edges in the
graph depends on the path  . We note that  must be a
path rather than a general tree, see Remark 1 for further
discussion.

Theorem 3. Let r1, … rk be positive integers summing
to n. For any path  , Algorithm 1 outputs a graph 

of type OS(r1, … , rk) having
∑

{i,𝑗}∈ lcm(ri, r𝑗)+miniri

edges. Thus, there is a graph of type OS(r1, … , rk) hav-
ing M edges, where

M = min
 path on k vertices

∑
{i,𝑗}∈

lcm(ri, r𝑗) + min
i

ri. (3)

Proof. We assume, without loss of generality and for
the benefit of neater notation, that the path  is of the
form 1 → 2 → … → k, and let i⋆ be the vertex
chosen in Step 5, that is, the node at which ri is min-
imized. Step 3 adds a total of

∑
{i,𝑗}∈ lcm(ri, r𝑗) edges

to the graph, and Step 5 adds ri⋆ more edges to the
graph if ri⋆ ≥ 2 (and no edges if ri⋆ = 1). In particular,
the number of edges in  is equal to

∑
{i,𝑗}∈ lcm(ri, r𝑗),

plus ri⋆ if ri⋆ ≥ 2. Thus, it suffices to show that  is
a graph of type OS(r1, … , rk), that is, that the orbits
of the action of Aut() on  are given by V1, … ,Vk,
where V𝑗 = {vp

𝑗
}r𝑗

p=1, and that  is weakly connected.
We start with the former.

Regarding the orbits, we must show that all nodes
in V𝑗 are exchangeable and that V𝑗 are invariant under
Aut(), for any 𝑗 = 1, … , k. For the first claim, we
consider the map 𝜓 ∶ V → V defined by sending each
vertex v𝑗p to v𝑗(p+1)mod r𝑗

, illustrated by the dashed green
edges in Figure 3. One can check that this map is an
automorphism of . Moreover, if we repeatedly apply
𝜓 on v𝑗p, we can get any vertex in V𝑗 ; hence, any two
nodes in V𝑗 are exchangeable.

Second, we show that each V𝑗 is invariant under
Aut(), which would imply that the orbits of Aut()
in  are exactly V1, … Vk. This is obvious if k = 1, as
V1 = V. If k ≥ 2, we first consider the case for which
i⋆ ≠ k. Graph automorphisms preserve all graph prop-
erties, including the out-degree of vertices. As all edges
are oriented from V𝑗 to V𝑗+1 or from V⋆

i to itself, the
out-degree of all nodes in Vk is zero, and the out-degree
of all other nodes in the graph is at least 1. In partic-
ular, for any automorphism of , any node of Vk must
be mapped to a node with out-degree zero, meaning its
image must lie in Vk. Therefore, we conclude that Vk
is invariant under Aut(). Similarly, the set of all ver-
tices in  that have an edge toward Vk is exactly Vk−1,
so a similar argument shows that Vk−1 must also be
Aut()-invariant. Repeating this argument shows that
V1, … ,Vk must all be Aut()-invariant, as desired. If
instead we have i⋆ = k, then we must have i⋆ ≠ 1
as k ≥ 2. One can now reach the same result using a
similar argument, starts from V1 and moving forward
by looking at the in-degree (instead of starting from Vk
and moving backwards using the out-degree).

Now, we show that  is weakly connected. First, note
the induced subgraph on Vi⋆ is weakly connected (by
Step 5). Indeed, this is clear if ri⋆ = 1, and in the case
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SHARF and ZELAZO

FIGURE 3 An illustration of Step 3 in
Algorithm 1 with ri = 4 (in red) and
r𝑗 = 2 (in blue). The algorithm starts
with the edge between vi

1 and v𝑗1. It then
moves along the green dashed lines,
adding an edge after each one step. This
step of the algorithm terminates when
the algorithm tries to add an already
existing edge, resulting in the black edges
depicted in the figure.

FIGURE 4 The tree graph discussed in Remark 1.

ri⋆ ≥ 2, the cycle vi⋆
1 → vi⋆

2 → vi⋆
3 → · · · eventu-

ally passes through all the nodes in Vi⋆ . However, by
using the edges added to the graph in Step 3 of the
algorithm, we can build a path between any two nodes
vi

p and v𝑗p. Namely, this is the path vi
p → vi+1

p mod ri+1
→

· · · → v𝑗−1
p mod r𝑗−1

→ v𝑗p. Thus, any two arbitrary vertices

v𝑗1
p1

and v𝑗2
p2

can be linked—first, go from v𝑗1
p1

to vi
p1 mod ri

using the edges added in Step 3; then, move to vi
p2 mod ri

using the edges added in Step 5; lastly, continue from
vi

p2 mod ri
to v𝑗2

p2
using the edges added to the graph in

Step 3. Hence,  is weakly connected, and the proof
is complete. □

Remark 1. The lower bound considers all possible
trees, but the upper bounds only considers path graphs.
It can be seen in the proof of Theorem 3 that the fact
that  is a path is only used to prove that each V𝑗 is
invariant under the action of Aut(). This might be
false if  is any tree, as the following example shows.
Consider Algorithm 1 with four clusters of size 1 and
a tree  as depicted in Figure 4. In this case, the graph
 is equal to the tree  . However, the permutation
switching the Nodes 2 and 3 is a graph automorphism,
so there is a cluster of size at least 2; hence,  is not
OS(1, 1, 1, 1). Nevertheless, one should notice that the
upper and lower bounds coincide when there are at
most three clusters, as any tree on at most three nodes
must be a path.

Remark 2. The lower bound (2) can be found using
Kruskal's algorithm, which runs in O(k2 log(k)) time
in our case [25]. Contrarily, the upper bound (3)
requires one to solve a variant of the traveling salesman
problem, which is NP-hard.

Algorithm 1 solves the general cluster assignment
problem, as it constructs graphs of type OS(r1, … , rk) for
any cluster sizes r1, … , rk. Unfortunately, the bound (3)
is implicit in terms of the number of nodes and clusters.
We elucidate it by applying it to more specific cases, result-
ing in concrete bounds on the number of edges needed for
clustering in these cases.

Corollary 1. Suppose all cluster sizes r1, … , rk > 1 are
equal. Then, there exists a graph of type OS(r1, … , rk)
with at most n = r1 + · · · + rk edges, and this number of
edges is minimal.

Proof. Let r be the size of all clusters, so that lcm(r, r) =
r and the number of clusters is k = n∕r. Thus, the
graph  outputted by Algorithm 1 (for an arbitrary  )
has exactly n edges, as the summation over the edges
has k − 1 elements. It remains to show that no graph
of type OS(r1, … , rk) can have fewer than n edges. As
any graph with fewer than n − 1 edges is not weakly
connected [18], it suffices to prove that such a graph
cannot have exactly n − 1 edges.

First, note that the out-degree is preserved by
the action of Aut(), meaning that vertices in the
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SHARF and ZELAZO

same cluster have the same out-degree. Denoting the
out-degree of nodes in the ith cluster by di, the total
number of edges is equal to the sum of the out-degree
over all nodes, that is, to r(d1 + · · · + dk). In partic-
ular, the number of edges, n − 1 is divisible by r. As
n = kr, n is also divisible by r, which together implies
that r divides 1, which is absurd. Thus, no such graph
on n − 1 edges can exist. □

Corollary 2. Let r1, … , rk be positive integers such that
k ≥ 2 and that for every 𝑗, l, either r𝑗 divides rl or vice
versa. Then, there exists a graph of type OS(r1, … , rk)
with n = r1 + · · · + rk edges.

Proof. We reorder the numbers r1, · · · , rk so that rl
divides r𝑗 for l ≤ 𝑗. We note that if rl divides r𝑗 , then
lcm(rl, r𝑗) = rl. Thus, running Algorithm 1 with  =
1 → 2 → … → k gives a graph type OS(r1, … , rk)
with the following number of edges:

k−1∑
𝑗=1

lcm(r𝑗 , r𝑗+1) + r1 =
k−1∑
𝑗=1

r𝑗+1 + r1 =
k∑

𝑗=1
r𝑗 = n.

□

Corollary 3. Let r1, … , rk be positive integers such that
r𝑗 ≤ q for all 𝑗, and let n = r1+· · ·+rk. Then, there exists
a graph of type OS(r1, … , rk) with at most n + O(q3)
edges.

Proof. We assume without loss of generality that r1 ≤

r2 ≤ · · · ≤ rk. Let ml be the number of clusters of size l
for l = 1, 2, … , q, and let be the graph constructed by
Algorithm 1 for the path  = 1 → 2 → · · · → k. If r𝑗 =
r𝑗+1, then lcm(r𝑗 , r𝑗+1) = r𝑗 , and lcm(r𝑗 , r𝑗+1) ≤ r𝑗r𝑗+1
otherwise. Thus, the number of edges in  is given by

k−1∑
𝑗=1

lcm(r𝑗 , r𝑗+1) + r1 ≤
∑

l∈{1,… ,q},
ml≠0

(ml − 1)l +
q−1∑
l=1

l(l − 1) + r1.

Indeed, for each l ∈ {1, … , q}, if there's at least one
cluster of size l, then there are ml − 1 edges in the path
 that touch two clusters of size l. The second term
bounds the number of edges between clusters of dif-
ferent sizes. We note that n =

∑q
l=1 lml, so the first

term is bounded by n. As for the second term, we write
l(l − 1) ≤ l2 and use the formula

∑q−1
l=1 l2 = (q−1)q(2q−1)

6
.

Lastly, the last term r1 is bounded by q. This completes
the proof. □

Theorem 5 will show that the upper bound (3) is
bounded by (k−1)n2

k2 for any cluster sizes, and it will also give

a heuristic for choosing the path  for Algorithm 1 guar-
anteeing the number of edges does not exceed this upper
bound.

3.2 Robust OS-type graphs
The previous section presented a solution to the problem
of cluster assignment. Namely, given a collection of homo-
geneous agents and the desired cluster sizes, the designer
constructs the interconnection graph using Algorithm 1,
and then chooses a controller following Assumption 2.
The analysis depicted in the paper [16] shows that the
closed-loop network would then converge to the desired
clustered steady state. However, there are no guarantees
on what happens if the network changes abruptly, either
due to hardware or software malfunction, a cyber attack, or
both. In these cases, one (or more) of the agents effectively
become disconnected from the rest of the network and are
effectively removed from the dynamical system and the
interaction graph. For this reason, we wish to explore the
robustness of OS-type graphs to changes. Ideally, when
one (or more) agent is removed from the system due to a
malfunction, all other agents should still cluster as before.
More specifically, two non-compromised agents that were
previously in the same cluster, should still belong to the
same cluster. We thus make the following definition:

Definition 8. The oriented graph  = (V,E) with n
nodes is said to be s-robustly OS(r1, … , rk) for a posi-
tive integer s (called the clustering robustness param-
eter) if the following conditions hold: (i)  is weakly
connected; (ii) the orbits V1, … ,Vk of the action of
Aut() on  have sizes r1, … , rk, respectively; and (iii)
for any set A ⊆ V such that |A| ≥ n − s (comprised of
the non-compromised agents), denoting the induced
subgraph with node set A as ̃, the action of Aut(̃) on
̃ has orbits V1 ∩ A, … ,Vk ∩ A. Moreover, we say that
the oriented graph  is totally robustly OS(r1, … , rk) if
it is s-robustly OS(r1, … , rk) for s = n.

Proposition 2. Let r1, … , rk be positive integers, and
let  = (V,E) be a 1-robustly OS(r1, … , rk) with clus-
ters V1, … ,Vk. Then, for any i ≠ 𝑗 ∈ {1, … , k}, either
there are no edges between Vi and V𝑗 or that any node
from Vi is linked with any node from V𝑗 .

Proof. Let i, 𝑗 ∈ {1, … , k}, and suppose there is an
edge between two nodes v⋆i ∈ Vi and v⋆

𝑗
∈ V𝑗 . We

first show that any node in v𝑗 ∈ V𝑗 are connected to
v⋆i . Indeed, consider the graph ̃∖{v⋆i } corresponding
to the case in which v⋆i malfunctions. As  is 1-robustly
OS(r1, … , rk) with clusters V1, … ,Vk, we conclude
that v𝑗 and v⋆

𝑗
are in the same cluster for both  and

̃. Thus, there exist automorphisms 𝜓 ∈ Aut() and
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SHARF and ZELAZO

�̃� ∈ Aut(̃) such that 𝜓(v𝑗) = v⋆
𝑗

and �̃�(v𝑗) = v⋆
𝑗

.
As automorphisms preserve the degree of nodes, we
conclude that v𝑗 and v⋆

𝑗
have the same degree both in

 and in ̃. However, the degree of v⋆
𝑗

in ̃ is smaller
than its degree in  by one, as we removed the edge
between v⋆i and v⋆

𝑗
when we constructed ̃. This means

that the degree of v𝑗 in ̃ is smaller than its degree in 

by one, which implies that v𝑗 is connected to v⋆i in , as
̃ = ∖{v⋆i }. If we repeat this argument while replac-
ing v⋆

𝑗
by v𝑗 and swapping i and 𝑗, we conclude that

any node in Vi is connected to v𝑗 . As v𝑗 was an arbi-
trary node in V𝑗 , we conclude that any node in Vi is
connected to any node in V𝑗 , as claimed. □

Proposition 2 suggests a necessary update to Algorithm
1 to get robust OS-type graphs. Indeed, the modulo-based
construction of edges between different clusters is replaced
by taking all possible edges. The adapted Algorithm 2 is
given below.

Theorem 4. Let r1, … rk be positive integers, and let
n = r1 + · · · + rk. For any path  , Algorithm 2 outputs a
graph  which is totally robustly OS(r1, … , rk), having∑

{i,𝑗}∈ rir𝑗 edges.

Proof. Let us denote the graph constructed by
Algorithm 2 by  = Alg,2(r1, r2, … , rk| ), and con-
sider the following set of nodes Vi = {vi

p}
ri
p=1. We

first prove that this graph is of type OS(r1, … , rk),
that is, that  is weakly connected, that all nodes
inside each Vi are exchangeable, and that each set
Vi is invariant under Aut(). The graph is obviously
weakly connected, as any node in Vi is connected to
any node in Vi+1. Moreover, one can show that each
set Vi is invariant using a similar argument to the
proof of Theorem 3. As for the claim that all nodes
inside each Vi are exchangeable, we note that the
nodes inside each set Vi can be permuted arbitrarily
without changing the structure of the graph. More

precisely, if 𝜎i is an arbitrary permutation on the set
{1, 2, … , ri}, then the map 𝜓 ∶ V → V defined by
𝜓(vi

p) = vi
𝜎i(p)

is an automorphism of . In particular,
any to nodes inside each Vi can be mapped to one
another by an automorphism, as desired. We therefore
conclude that  = Alg,2(r1, r2, … , rk| ) is of type of
type OS(r1, … , rk).

Now, let A be a set of non-compromised agents, and
let ci = |Vi∖A| be the number of compromised agents
in cluster i. We observe that the induced subgraph ̃ on
A is equal to Alg,2(r1 −c1, r2 −c2, … , rk −ck| ), where
the clusters are given by V1 ∩ A,V2 ∩ A, … ,Vk ∩ A.
Thus,  is a completely robust OS-type graph. Lastly,
counting the number of edges in  added in Step 3 of
Algorithm 2, we conclude that  has

∑
{i,𝑗}∈

rir𝑗 edges,

as claim. This completes the proof of the theorem. □

Regrading sparsity, Proposition 2 and Algorithm 2 show
that the number of edges in s-robust (or totally robust)
OS-type graphs can be bounded from above by M′ and from
below by m′, where

m′ = min
 tree on k vertices

∑
{i,𝑗}∈

rir𝑗 ,

M′ = min
 path on k vertices

∑
{i,𝑗}∈

rir𝑗 .
(4)

Furthermore, the relation ab = gcd(a, b)lcm(a, b) gives
a connection between (4), (2), and (3). Namely, if 𝜌 =
maxi,𝑗 gcd(ri, r𝑗), then m ≤ m′ ≤ 𝜌m and M ≤ M′ ≤ 𝜌M.
We note that 𝜌 ≤ maxiri, meaning the number of edges
required to get totally robust OS-type graphs isn't much
larger than the number of edges required to get OS-type
graph, at least when there are no large clusters.

Before moving on to a numerical example, we wish to
provide one more result relating the upper bound M′ (and
hence M) to the number of nodes and the number of
clusters.

Theorem 5. Let r1, … , rk be positive integers summing
to n. Suppose without loss of generality that r1 ≥ r2 ≥

· · · ≥ rk, and let  be the path 1 → k → 2 → (k − 1) →
… on k nodes. The graph  outputted by Algorithm 2
has no more than (k−1)n2

k2 edges.

Proof. We first consider the case in which k is odd, that
is, k = 2𝓁+1 for some integer 𝓁. There are two types of
edges in the path  —edges of the form i → (k+1)−i for
i = 1, 2, … ,𝓁, and edges of the form (k+ 1)− i → i+ 1
for i = 1, 2, … ,𝓁. Thus, by Theorem 4, the number of
edges in  is no larger than the value of the following
(continuous) optimization problem:
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SHARF and ZELAZO

𝜈 = max

{ ∑
{i,𝑗}∈

xix𝑗 =
𝓁∑

i=1
xix(k+1−i) +

𝓁−1∑
i=1

xi+1x(k+1−i) ∶

k∑
i=1

xi = n, x1 ≥ x2 ≥ · · · ≥ xk

}
.

We let x⋆1 , … , x⋆k be the optimal solution to the
problem above. If we show that all x⋆i are equal to
each other (and hence to n∕k), this would imply that
the number of edges in  is bounded by the value of
the cost function at x⋆1 , … , x⋆k , which is equal to 𝜈 =
(k−1)n2

k2 , as claimed. Suppose, for example, and heading
toward contradiction, that x⋆2 < x⋆3 and that 𝓁 ≥ 3. The
derivative of the cost function F satisfies the following
inequality:

𝜕F
𝜕x2

|x⋆ = x⋆k + x⋆k−1 ≤ x⋆k−1 + x⋆k−2 = 𝜕F
𝜕x3

|x⋆ ,
where the inequality follows from the constraints of
the optimization problem. Thus, slightly reducing x⋆2
and increasing x⋆3 by the same amount results in a fea-
sible solution with at least the same value of the cost
function. This is contradictory to the manner in which
x⋆ was chosen, meaning that x⋆2 = x⋆3 . A similar argu-
ment shows that in fact, x⋆1 = x⋆2 = · · · = x⋆𝓁 , and
that x⋆𝓁+1 = · · · = x⋆k . Finally, if the value of the former
is different from the value of the latter, one similarly
shows that reducing all x⋆1 , … , x⋆𝓁 by some small 𝜖 > 0
and simultaneously increasing all x⋆𝓁+1, … , x⋆k by the
same 𝜖 gives a feasible solution with at least the same
value of the cost function. Therefore, all the x⋆i s must
be equal, and the bound is achieved. The proof for an
even number of clusters k is analogous and is omitted
for the sake of brevity and due to lack of space. □

Remark 3. The proof of Theorem 5 also gives the
worst case scenario for Algorithm 2, namely, the max-
imal number of edges is achieved when all clusters
are equally sized. The upper bound in Theorem 5
also applies to the non-robust graphs outputted by
Algorithm 1. In fact, this upper bound is tight, at least
in order of magnitude. Indeed, a graph with O

(
(k−1)n2

k2

)
edges can be found by taking r1, … , rk as the (L +
1), … , (L+k)th prime numbers, where the L is chosen
as an integer satisfying L log L ≈ n

k
.

4 NUMERICAL EXAMPLE

We consider a team of identical drones trying to moni-
tor multiple fires of different sizes in a forested region [7,
26,27]. As in Sujit et al. [28], we assume the number of
agents required to monitor a given site increases with the

severity of the fire and can be between two and four agents.
The agents are assumed to be governed by the following
two-input two-output simplified first-order dynamics that
includes a saturation function on the velocity,

.pi = −sat(0.1pi + ui), 𝑦i = pi.

Here, pi ∈ R
2 is the position of the agent, ui ∈ R

2 is
the control input, and the saturation function defined as
sat(x) = 20·x

max{20,||x||} scales the actuation signal to guaran-
tee that velocity never exceeds 20 m/s without affecting its
direction. The forested region is of size 2 km× 2 km, and
there are a total of five fires to be monitored—one mild fire
requiring two drones, two medium-severity ones requir-
ing three drones each, and two severe ones requiring four
drones each. The 16 required drones begin their task from
a warehouse stationed in the middle of the forest, where
their initial position is a 4 × 4 grid with distances of 25 m
from each other.

The drones use Algorithm 2 to construct a totally
robustly OS-type graph  guaranteeing the desired cluster-
ing behavior, corresponding to one cluster of size 2, two
clusters of size 3, and two clusters of size 4, shown in
Figure 5a. While Theorem 4 guarantees that the desired
clusters form, we now force these clusters to be at the sites
of fires. This is done by considering the dependence of
the steady states on the agents, controllers, and underly-
ing graph, as expressed in [16]. Namely, if we let k be the
steady-state relation of the agents, let 𝛾 be the steady-state
relation of the controllers, and let y be the steady-state out-
put of the closed-loop system, then the following relation
holds:

0 = k−1(y) + 𝛾(⊤


y), (5)

where k−1 describes all constant inputs that can produce
the steady-state y [19]. If we fix the steady-state output y
as the locations of the fire sites and treat the controller
input/output relation 𝛾 (which we choose to be identical
between all edges) as the variable, then (5) turns into a lin-
ear equation connecting the values of 𝛾 at different points
ζ(1), … , ζ(N) ∈ R

2. For example, focusing on the first clus-
ter gives the equation 0 = k−1(y1) − r2𝛾(y2 − y1), where
yi ∈ R

2 is the desired position of the ith cluster and ζ(1) =
y2 − y1 ∈ R

2. Solving these linear equations, we get condi-
tions of the form 𝛾(ζ(i)) = μ(i) for vectors ζ(1), … , ζ(N) ∈ R

2

and μ(1), … , μ(N) ∈ R
2. So long that these conditions hold,

and the closed-loop network is known to converge (e.g.,
due to passivity), the results of the papers [16, 20] guar-
antee that the closed-loop network will converge to the
desired clustered steady state. In particular, choosing the
controller as a piecewise-linear function satisfying 𝛾(ζ(i)) =
μ(i) will work.
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SHARF and ZELAZO

(a) Graph built by Algorithm 2 for cluster sizes 1 = 2 = 3 3 = 2 ,
and 4 = 5 = 4 . This is a totally robust OS-type graph, as guaranteed
by Theorem 4.

(b) Agent’s trajectories in the x-y plane on the closed-loop system. The black dots
represent the fire sites.

FIGURE 5 First run for forest fire numerical example.

(a) The x coordinate of the agents. (b) The y coordinate of the agents.

FIGURE 6 Second run for forest fire numerical example. Agent #15, which was originally allocated to a large fire, malfunctions at
t = 120 s. The moment of malfunction can be seen by the vertical black line, and the path of the agent is portrayed by the dashed black line. It
can be seen that all still-functioning agents remain in their original clusters, as promised by Theorem 4.

In our case, the desired steady-state output is composed
of the locations of the fire sites. The site of the mild fire
is at y = (1300,900), the sites of the medium-severity fires
are at (1700,200) and (1000,650), and the two severe fires
are at (1150,1250) and (300,1800). Solving (5) and apply-
ing the process above yields the following piecewise-linear
controller, which is applied to all edges in the graph :

𝛾

([
𝜁1
𝜁2

])
=
([

interp([−850,−700,−150,300], [18.28,22.29,30.63,31.88])
interp([250,350, 450,550], [−60.94,−49.06,−27.81,−19.14])

])
,

where interp(… ) is the (1-D) linear interpolation func-
tion. To conclude, Theorem 4 guarantees we achieve the
desired clustering structure by using the graph , and the

constructed controller guarantees the clusters are at the
fire sites. We run a closed-loop simulation for this system,
the results of which can be seen in Figure 5b. One can see
that the agents indeed converge to the desired clustering
structure at the sites of the fires.

We demonstrate the robustness of clustering to malfunc-
tioning agents. Recall that a malfunctioning agent does

not communicate with any of its neighbors, and is effec-
tively disconnected from the rest of the network. Theorem
4 implies that the constructed graph  is totally robust,
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meaning that any number of agent malfunctions should
have no effect on the clustering structure of the other,
still-functioning agents. To verify this claim, we rerun the
simulation, but cause one of the agents (#15) assigned to a
large fire to malfunction after two minutes. Figure 6 show
the x and 𝑦 coordinates of each of the agents, and one
can see that the clustering structure remains the same,
as promised by Theorem 4, although the clusters change
their location a bit. As agent #15 looses interaction with its
neighbors, its control becomes 0 and the agent returns to
its initial position (dashed line in Figure 6).

5 CONCLUSIONS

This work explored the problem of cluster assignment for
homogeneous diffusively coupled MASs. We relied upon
the clustering analysis results of Sharf and Zelazo [16]
to exhibit synthesis procedures that guarantee a cluster-
ing behavior, no matter the desired number of clusters
nor their size. This was done by prescribing graph syn-
thesis algorithms which have certain symmetry proper-
ties that reflect the desired clustering assignment. When
such graphs are used in a network comprised of weakly
equivalent agent and controller dynamics, the network
converges to a cluster configuration. We further stud-
ied the robustness of such MAS to node malfunctions
and presented a graph synthesis procedure which guaran-
tees the clustering structure is robust to any number of
agent malfunctions. The results were demonstrated in a
numerical example.
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